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1 INTRODUCTION

1 Introduction

To gain further insight into the nature of the universe, it is possible to explore
new information sources like gravitational waves (GWs). The detection of GWs
by aLIGO1 in 2015 proved that this new way of looking at the universe is possi-
ble [1]. The Einstein Telescope (ET) will be part of the third generation of GW
interferometers, which is currently being developed.

Since the amplitude of such waves is very small, the setup has to be very sensitive
to changes in length and therefore to vibrations, which is why a vibration-isolation
system is necessary. A part of this system are the so called OSEMs2 [2]. Due
to the cryogenic temperatures in which the low frequency part of ET is going to
operate, the behavior of the OSEMs diode needs to be analysed and characterized.
The goal of this thesis is the temperature dependence analysis of different LEDs
in an ultra-high vacuum (UHV) in a temperature range of a few Kelvin to room
temperature.

1.1 Basics of Gravitational Waves

In 1916 Albert Einstein predicted the existence of GWs as a solution of his general
theory of relativity [1]. GWs are transversal spacetime waves that propagate with
the speed of light [3]. That makes them fundamentally different from other waves
such as electromagnetic (EM) waves, which travel through spacetime. That is why
GWs are often referred to as ”ripples” in spacetime. Their sources are the most
extreme events in the universe such as the merger of two black holes or two neutron
stars [4].

Compared to EM radiation GWs are much harder to detect which is due to their
small amplitude and the tiny effect they have on length differences. Nonetheless,
the fact that they do not interact with matter itself makes them extremely valuable
for research of inner processes of stellar objects and events [5].

1.2 Interferometric Gravitational Wave Detectors

The design of a ET is based on the principle of Michelson interferometers as shown
by the example of LIGO in Figure 1 [6]. The Laser emits monochromatic light with
a particular wavelength that is split up by the beam splitter, which results in two
partial light beams that are orthogonal to each other. The beams then propagate
into the arms of length L. In real GW detectors, the light is passing through a
cavity of length L thousands of times before exiting resulting in a longer effective
arm length of the detector [7]. At LIGO the cavities with a length of L = 4km
increase the sensitivity to small changes in length by a factor of approximately 140
[8]. After exiting the arms, the EM waves are recombined by the beam splitter,
interfere with one another and hit a photodiode (PD).

The effect of GWs on the PD is described via the strain, which is the relative
length difference ∆L/L. ∆L is the change of distance between two points in space

1
aLIGO: advanced Laser Interferometer Gravitational-Wave Observatory

2
OSEM: Optical Sensor and Electro Magnetic actuator
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1 INTRODUCTION

Figure 1: Basic principle of a Michelson interferometer. The Laser emits monochro-
matic light that is split up by the beam splitter. The two partial beams propagate
through the arms with length L and get reflected by the mirrors. The beam splitter
then recombines the beams, which results in their interference. After that, the light
is detected by the photodiode. In reality this setup is more advanced and compli-
cated, but the basic idea stays the same.

while a GW is passing through them and L describes the length between the points
without the wave.

The strain amplitude of the first measured GW had a maximum of 10−21 and
was send out by the merger of two black holes [1]. Thus, the first generation (1G)
of telescopes such as LIGO, VIRGO, TAMA 300 or GEO600 were just not sensitive
enough to measure such an event. This changed with the second generation (2G)
and detectors like aLIGO, aVIRGO and KAGRA3 and their direct measurement of
GWs. In the future, the goal is not to only detect GWs but to gather information
about their origin from these waves.

The third generation (3G) of GW detectors is now being developed with projects
like ET and Cosmic Explorer (CE). As visible in Figure 2, ET will have 10 to 100 or
more times less noise strain than its predecessor aLIGO, depending on the frequency.
Note that the unit Hz−1/2 is a result of the spectral amplitude density which is a
scaled Fourier transformation, and the curve for ET is for a single detector and an
angle of 90◦ between the arms to be able to compare the different layouts [9]. It is
also important to keep in mind that the polarization (not for the current ET design
[9]) and the direction of the wave might decrease the sensitivity of the detector,
which is shown in Figure 2 by different shades of colors. It is also visible that the
high and low frequency ranges of the different detectors overlap at about 12Hz,
which explains the small increase. We will go into more detail about the different
frequency ranges later. The peaks in the strain curve of ET are a result of the

3
KAGRA: Kamioka Gravitational Wave Detector
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1 INTRODUCTION

suspension noise and its resonance.
The increased sensitivity of 3G detectors allows a better localization of objects

and events that benefits multi-messenger astronomy too. For instance, a black hole
merger could first be detected and localized by a GW observatory, which other
telescopes use to gather further information from EM waves in the same location.
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Figure 2: Noise strain comparison of aLIGO, ET and CE [9]. The various color
shades indicate different source locations and orientations. Due to their small noise
strain, the 3G detectors will be 10 to 100 or more times sensitive than aLIGO. The
visible peaks of the ET curve are a result of the suspension resonance that occur at
specific frequencies depending on factors like the used material and its shape. The
small increase at approximately 12Hz can be explained by the overlapping of the
high and low frequency detectors of ET.

1.3 Einstein Telescope

ET will to improve the sensitivity significantly. This is only possible because of a
few crucial design optimizations compared to 2G and 2G+ detectors like aLIGO.
In order to achieve sufficient sensitivity at high frequencies, the light power in the
arms has to be in the megawatt range. For low frequency detection on the other
hand cryogenic optics are required, which is not feasible with a light power that high.
This is why ET uses a so called ”xylophone” design. The observatory is split up into
two detectors, one optimized for low frequency measurements from 3Hz to 30Hz
and one optimized for high frequency detection from 30Hz to 30 kHz (illustrated
by dashed and solid lines in Figure 3). Three interferometers will be installed for
each detectors with an arm length of ten kilometers at an angle of 60◦ as shown in
Figure 3. This design also allows GW detection independent of their polarization.
We will focus on the low frequency interferometers in the following.

One of ETs goals is the detection of binary black hole coalescence up to cosmolog-
ical distances. The project will also test several dark matter candidates and explore

3



1 INTRODUCTION

the nature of dark energy which can have deep consequences on our understanding
of the universe and its early stages [9]. To realize these goals, it is important to
consider the noise reduction. As GW detectors are compared by their noise strain,
the most consequential will be explained shortly.

In Figure 4, the total noise of low frequency and high frequency detectors are
shown. Quantum noise is partly the result of Heisenberg’s uncertainty principle
that comes into play when the phase of light is measured very precisely. Another
quantum noise effect is shot noise, which is an uncertainty that originates in the
discretization of light particles. Since the light power falling onto the PD is made
up of photons, a statistical error occurs in the data due to fluctuations of photon
numbers hitting the sensor [9].

10 km

Figure 3: Basic outline of ET [9].

An important factor at low frequencies under 1Hz is seismic noise, which is cou-
pled into the system due to seismic activity in the region or other shaking of the
earth, e.g. from human sources. The impact of seismic noise can be reduced by
building the detector at a suitable, seismic calm location. In addition, ET will be
buried at 200m to 300m under the surface. The advantage of such a location is the
minimization of coupling via gravity gradients, which is caused by large amounts of
moving mass that can have a gravitational effect on the suspensions and test masses,
for instance by tides [9].

Thermal noise of the suspension and mirrors describes the movement of atoms
and particles and has to be reduced especially for low frequencies. This is why the
operating temperature of the low frequency arms will be in the range of 10K to 20K
with a lower light power of 18 kW [9]. As shown in Figure 3, the thermal noise has
peaks that are caused by the resonance of the suspension installed in the detector.

Another noise factor is excess gas which is due to the maximum pressure of
10−8 Pa = 10−13 bar [9]. It can be reduced by using suitable materials like copper,
stainless steel or ceramics and by minimizing the inner surface area of the vacuum
vessel, so that water and other molecules can not adsorb [11].
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Figure 4: Total noise comparison of low frequency detector from [10]. The limiting
noise factor at frequencies under 1Hz is seismic noise.

1.4 Optical Sensor and Electromagnetic Actuator

The suspension of the test masses of ET is split into different stages that con-
sist of passive and active damping parts. One component is an optical sensor and
electromagnetic actuator (OSEM), which enables contactless position detection and
correction. The design of the BOSEM4 used at aLIGO is shown in Figure 5. The
mounting of the device is a coilformer clamp to which the coilformer is fixed. The
transmitting and receiving devices are located behind the clamp and are connected
via a flexible circuit with an electrical interconnect. The transmitting end is a light
emitting diode (LED) that emits light across a hole onto a PD, which is the receiving
end. As shown in Figure 6, a flag protrudes into the light beam that crosses the
hole. It is mounted onto a magnet, on which a force can be exerted via the actuator.
The actuator consists of a coil that is able to exert a force onto the magnet via a
current.

The LED, PD and flag form the shadow sensor that is used to detect the position
of the flag. The PD voltage is monotonically increasing with an increasing light
power which is proportional to the area the flag is covering. In a certain range the
monotone rise of voltage can be approximated by a linear function to determine the
displacement of the flag [2]. This is how the position can be measured precisely
without contact. As visible in Figure 6, the LEDs beam is also propagating through
a lens to get a beam profile that is as uniform as possible, since a non-uniform
profile could distort the linear response of the PD [2]. This is the case for the
BOSEM installed at aLIGO too.

The thermal connection of the carriers to the LED and PD has to be good as the

4
BOSEM: Birmingham Optical Sensor and Electro Magnetic actuator
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Mounting Locations 

(×4) 

Coilformer (front-face) Adjustment Assembly 

Coilformer Clamp Electrical Interconnect Sensor Devices 

Figure 5: Isometric view of the BOSEM design [12].

major way of heat transportation in the cryostat is conduction. The LED produces
a significant amount of heat during operation at low temperatures that has to be
able to conduct to not heat up other components of the system.

It is important to know the behavior of the used LEDs at cold temperatures.
This thesis treats the analysis of LED candidates for the transmitting end that is
required for an OSEM.

1.5 Light-Emitting Diodes

To understand the effects temperature changes might have on the LEDs, it is impor-
tant to have a basic understanding of the underlying physics. The used diodes are
made of semiconductors like GaAs [13] or GaN [14], which have properties that can
be exploited to create LEDs. In the following, a broad overview of the mechanism
that allows light to be emitted through semiconductors will be given.

1.5.1 Energy Bands

Since the electrons in a material interact with each other over many atomic dis-
tances, the discrete energy levels of the individual atoms merge into energy ranges,
the so-called energy bands. There are two main bands: the conduction and the va-
lence band. The conduction band consists of higher energy levels than the valence
band and is therefore responsible for conduction. For metals they overlap so that
they conduct as shown in Figure 7. This means that the conduction of electrons
does not require energy to bridge the band gap, as is the case with isolators and
semiconductors. In the latter they can be excited by a small amount of energy into
the conduction band. Typical values of energy band gaps are 1.42 eV for GaAs or
3.39 eV for GaN. In Figure 7 the lowest energy state of the conduction band is called
EC and the highest energy of the valence band is named EV . The band gap Eg can
therefore be calculated via Eg = EC − EV [15].

In isolators on the other hand, the energy required to excite an electron from
one band into the other is too high for normal applications so that the conductivity
is effectively zero. The Fermi energy or electrochemical potential EF in Figure 7 is
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Figure 6: Schematic side view of the OSEMs functional parts adapted from the de-
sign review of KAGRA [2]. The system applied at ET will differ from this approach.

defined as the maximum energy that a system in its ground state is able to occupy
[16].

For semiconductors, the transport of electrical current is only possible at tem-
peratures T > 0K. This is due to the fact that only partial occupied bands are able
to conduct, which is only the case at non-zero temperatures, because of thermal
excitation. To increase the conductivity further, it is possible to dope the semicon-
ductor substance. when a material is doped, different types of atoms (impurities)
are pot into it to increase its charge carrier concentration. Atoms with one electron
more than the semiconductor atoms add free electrons, while atoms with one elec-
tron less add holes. These holes can be described the same as electrons, but with
a positive charge. The materials are named n-doped and p-doped semiconductors,
respectively. Note that both materials on their own are electrically neutral [15].

1.5.2 PN-Junctions

When the p- and n-doped materials are joined, a pn-junction is created. It can be
split into three main regions: the n- and p-region plus the depletion region between
them [17, p. 452]. There is an imbalance of carrier concentration between the doped
regions due to different Fermi energies. The charge carriers diffuse into the other
region where they recombine. This diffusion current creates an electric field, which
exerts a force on the charges that is opposed to the ”diffusion force”. When these
forces are the same, an equilibrium is achieved. This is the case when the different
Fermi levels align [18]. The energy band diagram of a pn-junction is shown in
Figure 8. The Fermi energy in the pn-junction is constant, while EC and EV fade
into each other in the depletion region. Since some electrons and holes diffused into

7
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Figure 7: Schematic view o the energy bands in different material types adapted
from [15, p. 104]. The band of metals overlap so that free charge carriers are able
to conduct without an excitation energy. Semiconductors have a small band gap
between the valence and the conduction band. The Fermi energy lies in the middle
of this band gap for ideal, pure materials [15, p. 104]. As impurities are added to
the material, it is shifted up or down toward the bands. The band gap energy has
an order of magnitude of eV.

this region, the n-, p- and depletion region are no longer electrically neutral. The
material as a whole stays neutral as it is a closed system.

Now one can apply a voltage to the pn-junction with the negative pole at the p-
region and the positive pole at the n-region, which results in no measurable current.
This is due to holes in the p-region getting attracted by the positive pole away from
the depletion region, while the electrons in the n-region do the same towards the
negative one. An increasing width of the depletion region follows, so no current
can flow5. If the poles are switched, the width of the depletion region decreases,
since the electric field resulting from the applied voltage is opposed to the field
in the region. Now the diffusion current increases, because the potential hill of the
depletion region is less steep. If the voltage is now raised slightly, the flowing current
increases exponentially [19, pp. 3–4]. An equilibrium is not achieved anymore, since
the recombined charges are replaced by charge carriers from the voltage source. This
property of semiconductor materials is a requirement for light to be emitted by the
pn-junction.

1.5.3 Light Emission

The pn-junction is able to emit light, if the material is a direct semiconductor.
This means that a energy minimum of the conduction band lies over a maximum
of the valence band [20]. The electrons and holes in the depletion region recombine
and emit photons with a particular wavelength, which is specific for every material

5In reality a small leakage current can be measured.
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Figure 8: Simplistic energy band diagram of a pn-junction from [15, p. 124]. The
Fermi energy is constant, while the valence band and the conduction band energy
blend into each other.

composition [21]. This is due to the different energy levels that are occupied in the
different bands. Since their occupation is temperature dependent too, the diode
output should depend on the temperature. For instance, high temperatures yield
more occupied states at high energies, while only energies up to the Fermi level are
occupied for T = 0. Another temperature dependent factor is the electron mobility
µ, which is defined as the coefficient between a given electric field and the resulting
drift velocity of electrons. The band gap energy is also conditional to temperature.
A discussion of the reasons behind the measured LED temperature dependence will
be given in the analysis part.
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2 Setup and Calibration

The system used to measure the LEDs temperature dependence consists of two
components: a vacuum chamber and a cryostat. The vacuum chamber is able to
sustain an ultra-high vacuum with pressures below 10−8 hPa. The cryostat cools the
components inside the vacuum chamber to temperatures below 10K. The devices
used to achieve this environment and measure the important parameters will be
explained now.

2.1 Vacuum and Cryostat Setup

The used setup is visible in Figure 9. The customized vacuum chamber is made
out of thick stainless steel in a cylindrical shape with a diameter of 20 cm, which
is mounted onto a frame [22]. It has different flanges with feedthroughs to connect
required devices. To achieve the desired pressures under 10−8 Pa, a Turbopump from
Pfeiffer Vacuum is installed (Figure 9 (a)). It is cooled by a HIPACE Aircooling.
The power supply is provided by a TPS 310 Power Supply Pack, while the pump
is controlled by TC 110 Electronic Drive Unit that is fixed onto the pump. To
reach a pre-vacuum, which is needed for the Turbopump to start, a MVP 030-3 DC
Diaphragm Pump is connected.

(a) (b)

Figure 9: Vacuum chamber with cryostat mounted on top.

To measure the pressure, a PBR 260 Compact FullRange BA Gauge is mounted
on the side of the chamber (Figure 9 (b)). The temperature is measured by a Model
335 Temperature Controller from Lake Shore Cryotronics. The cryostat head is
placed on top of the vacuum chamber and is supplied with liquid helium via two
hoses. The hoses are linked to a water-cooled HC-4E Compressor.

11



2 SETUP AND CALIBRATION

The cylindric sample volume inside the vacuum chamber has a height and diam-
eter of 15 cm. The cooling plate of the cryostat forms the upper end of the cylinder,
while a heat shield is located at the bottom and around the volume. The LED is
connected to the cooling plate via two copper heat links, as shown in Figure 10 (a).
A copper lid holds the LED in its place and is fixed on top of it with two screws. One
of the other holes on the side, visible in Figure 10 (a), is used to put a temperature
sensor on the mounting. The last one is a venting hole to prevent fake leaks while
pumping a vacuum. The used copped here is oxygen-free copper (OFC).

(a) (b)

Figure 10: (a) Copper mounting of the LED: The lid will be screwed ontop of the
LED between the heat links fixing it in place. Another hole on the side is cut into
the copper to attach a temperature sensor. (b) Cylindric sample space with the LED
inside its mounting. It is connected via the electrical connector to a power supply
outside of the vacuum chamber. The emitted light is collected by the optical fibre
and is directed outside through a flange with fibre connection. Two temperature
sensors are installed: one on the cooling plate and one on the LED mounting.

It is very important to have a good thermal connection between the cooling plate
and the LED. OFC has a high thermal conductance and is vacuum compatible, which
is why it is used here. The LED inside the mounting emits light that is collected by
the optical fibre and propagates through a flange to a fibre outside of the vacuum
chamber. In most cases, the fibre inside the chamber has a diameter of 200 µm.
The LED is powered via the electrical connection (see Figure 10 (b)) by a current
source outside of the chamber. The temperature sensors are also linked over this
connection. Once everything is installed inside the sample space, the heat shield is
mounted under the cylinder and the chamber can be closed.

Outside of the vacuum compartment, three different devices are used to measure
the behavior of the LED. The temperature controller described above is used to
collect the temperature data. The spectrum of the LED is gauged by an Red Tide
USB650 Fiber Optic Spectrometer from Ocean Optics. In Figure 11 a schematic
view of the structure of this spectrometer is given. The fiber with a diameter of
400 µm, if not stated otherwise, is connected to the SMA connector (1). Light goes
through a slit and a filter into the spectrometer (2-3). The latter restricts optical
radiation to the pre-determined wavelength regions. The beam is then focused by a
collimating mirror (4) onto a grating (5), which diffracts the light in different angles,
depending on the wavelength. Another focusing mirror (6) reflects the spectrum onto

12



2 SETUP AND CALIBRATION

the sensor. The sensor is a Sony ILX511 Linear Silicon CCD Array Detector with a
pixel size of 14 µm×200 µm. Each pixel of the sensor (8) responds to the wavelength
of light that strikes it, creating a digital signal. The signal is then transmitted to
the computer that is collecting the data. (7) and (9) are optional filters that the
used spectrometer does not have [23]. The spectrometer has a wavelength range
from 400 nm to 1000 nm.

The amount of light coming out of the fiber has an intensity that is too high for
the spectrometer. This is why a reduction cylinder is put between the outside fiber
and the spectrometer, which is shown in Figure 12. The tube is empty, so since
the photons are not perfectly parallel to the fiber, some scatter against the tube
wall. Most of the light still hits the beginning of the other fiber, which also has a
diameter of 400 µm. This is only possible if the light in the beam is nearly equally
distributed. To change the intensity reduction, the tube length can be varied. A
longer cylinder means more light loss. The approximate length will be given for each
LED separately.

Figure 11: Schematic view of the spectrometer inlay from [23].

To power the LED, a PHILIPs PE 1514 voltage source is connected to a driver
board. The two input voltages of the board provided by the voltage source are
approximately +18V and −18V. It is not that important to be exactly ±18V,
since the driver board was designed to deal with a non-exact voltage source. It
is based on a LIGO design that minimizes noise of the constant current supply of
35mA. The output of the driver is connected to the LED. Its layout can be found
in the appendix (Figure 43 and Figure 44).

The actual spectrum measurement is done by taking 100 spectra and averaging
over each pixel to get a result that is not as prone to outliers. The forward voltage is
averaged over 1000 data points and the temperature over 100 values. The statistical
errors are logged too.

2.2 Calibration

A calibration of all used instruments is necessary. This section describes the cali-
bration of the spectrometer, the current source and the ADC board.

13



2 SETUP AND CALIBRATION

Figure 12: The used spectrometer and its connection via a fiber to the intensity
reduction tube. The second fiber is connected to the vacuum chamber.

2.2.1 Spectrometer

A calibration of the spectrometer is required to convert the pixel of the spectrometer
into wavelengths. The procedure is described in the spectrometers manual [23]. As
visible in Figure 13, an argon gas discharge lamp is mounted in front of the fiber
with a thickness of 400 µm. It is connected to a high voltage supply via wires.
The emitted light propagates through an optical fiber to the spectrometer, where
the digital signal is measured. The data is then transferred to a computer with
SpectraLab6 software that is able to save the spectrum as a text file. The used
integration time7 is 30ms with a distance between the gas lamp and the fiber of
approximately 0.5 cm. To achieve good results it, is necessary to measure in a dark
room with as little light noise as possible.

SpectraLab converts pixel directly to wavelength, so the resulting plot has the
wavelength on the x-axis. It cannot be assumed that the calibration of the program
is correct, so a pixel value from 0 to 2047 is referred to each intensity point, since
2048 is the number of pixel in the spectrometer detector.

6Note that this software was only used to calibrate the spectrometer. Later spectra are taken
by using the raw data from its output due to a different setup.

7The integration time of the spectrometer describes the time in which photons can hit the
detector. An integration time of 30ms means that the spectrum is measured for that long.
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2 SETUP AND CALIBRATION

Figure 13: Setup of the spectrometer calibration. A argon gas discharge lamp is put
in front of the 400 µm thick fiber, which is connected to the spectrometer.

Assuming the wavelengths are distributed linearly, a scaling factor can be calcu-
lated:

p = kλ+ p0. (1)

p is a pixel, λ the wavelength and k the scaling factor. Since the wavelength does not
start at 0 nm, a pixel offset p0 is introduced. Equation 1 is important for the error
propagation later. k is calculated by inserting the highest and lowest wavelength
into

k =
#p

λmax − λmin

, (2)

where #p is the number of pixel. This is a linear regression through the end points.
p0 can then be calculated by inserting a data point into Equation 1. The easiest
point is where p = 0, which is at λ = λmin = 339.1 nm. λmax is equal to 1027.8 nm.
The resulting coefficients are k = 2.9737± 0.0002 nm−1 and p0 = −1008.39± 0.14.

Additionally, an offset measurement is done by turning the gas discharge lamp off
and record another spectrum. The two spectra are visible in the appendix (Figure 45
and Figure 46). To get an offset-free spectrum they are subtracted from each other.
The resulting spectrum with its 15 used peaks is shown in Figure 14. To get the peak
position and its intensity, each of these peaks is then approximated via a parabola
with the form:

I(p) = a · (p− b)2 + c. (3)

Here, I is the intensity and p is a pixel as before. a, b, c are coefficients that
correspond to the slope, the peak position and the peak height, respectively. The
peak is found by taking a small range around the peak where the fit is made. Since
the peaks intensities are very sharp, it is only possible to get 5 to 6 data points
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2 SETUP AND CALIBRATION

for each parabola, depending on the peak. The amount of degrees of freedom left
is therefore very small. An example for the sixth peak is shown in Figure 158,
which has a χ2/Ndof = 1.67, which is reasonably good. A full table of the fit
parameters and the resulting peak position is visible in Table 8 in the appendix. For
the intensity a statistical error of σstat

I = 0.1/
√
12 is assumed, since the resolution of

the spectrometer is exact to 0.1 and a constant distribution between data points can
be presumed. The wavelength difference of the wavelengths of SpectraLab is 0.4 nm.
Therefore the statistical uncertainty of a wavelength measurement is set to σstat

λ =
0.4/

√
12 nm (also assuming a constant distribution between data points). This is

due to the fact that a pixel can be hit by photons with slightly different wavelengths
at different positions, since each pixel has a small, but significant size. Gaussian
error propagation of Equation 1 gives a pixel error of σp,stat = 0.085. To consider
both, the x- and y-error, the python module Orthogonal Distance Regression (ODR)
is used.

Figure 14: Argon spectrum with the 15 peaks used for calibration. Peak 12 and 13
are too close together be separated. The peak between peak 1 and 2 has an apex
that is not gaussian but constant, which is why it is not considered here.

The peak positions are now being used to do get a cubic conversion formula λ(p),
where p is the pixel and λ the corresponding wavelength. To do so, the literature
values of the argon spectrum are taken from [24]. A list of the values used for
calibration is shown in the appendix in Table 8. The pixel can now be put on the
x-axis and the wavelength on the y-axis. Now, each peak has a specific position in
this 2D plane. According to the spectrometers manual [23], a regression with a cubic
polynomial λ(p) = ap3 + bp2 + cp+ d is sufficient to describe the relation between a
pixel and its corresponding wavelength. a, b, c and d are parameters that need to
be calculated.

The resulting fit is visible in Figure 16 with the parameters in Table 1. The
residual plot shows that the assumed errors on the wavelength and intensity are

8The other fits can be found in the appendix (Figure 47).
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2 SETUP AND CALIBRATION

Figure 15: Example of a parabolic fit for peak 5 with residual plot. The statistical
errors on the intensity and each pixel are σstat

I = 0.1/
√
12 and σstat

p = 0.34, respec-
tively. The different errors for different pixel are a result of the error propagation of
σstat
p . χ2/Ndof = 0.84.

a± σstat
a b± σstat

b c± σstat
c d± σstat

d

(−5.1± 0.4)e− 9 (−0.5± 0.1)e− 5 0.363± 0.001 347.8± 0.3

Table 1: Fit parameters of the cubic fit (Figure 16).
.

reasonable. This is supported by a χ2/Ndof of 4.82. Now a raw spectrum taken
by the spectrometer, which is pixel dependent, can be calculated into one that is
wavelength dependent.

Figure 16: Cubic regression and corresponding residual plot for the spectrometer
calibration. χ2/Ndof = 4.82.
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2.2.2 Current Source

To calibrate the current source, different resistances are connected to its output.
An Agilent 34401A Digital Multimeter is put in series to measure the current. The
chosen resistances have a value between 33Ω and 304Ω, since the expected current
is around 35mA and the forward voltage will be in the range of 1V to 9V. The
resistance is then calculated by Ohms law R = U/I. A list of the used resistances is
shown in Table 2. Since their actual value is not important here and the resistance
is measured more precisely than the value given by the supplier, no uncertainties on
the resistances are given.

Resistance R [Ω] 33 39 51 62 82 91 110 112 121 137

151 180 193 212 237 259 270 290 304

Table 2: Resistance values for the current source calibration.

The voltage is measured by using a METEX M-3630 Multimeter. Since a voltage
measurement could have an effect on the current results, the voltmeter is discon-
nected for each current recording. The voltage across the resistor is then measured
with the voltmeter. The resulting I and V values seem to have a linear relation,
which is why a linear function I(V ) = mV + b is fitted to them. The plot shown in
Figure 17 confirms that assumption. The gray line shows that two measurements
were made at different times due to an unexpected high forward voltage of the
MTE4064NK2-UR LED (see section 3). The different measurements are compatible
with one another.

Figure 17: Current source calibration fit. The gray line shows that two different
measurements were used. χ2/Ndof = 0.73

It seems that the current source is actually not as constant as expected. This
is probably due to a diode on the board, which has a leakage current that is pro-
portional to the voltage. The systematic errors on the current are taken from [25]:
σsys
I = 0.010% · I + 0.004% · IR. IR = 100mA is the current range set on the
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multimeter and I is each current value. Since the voltmeter does not have a data
sheet, an estimation of a relative systematic uncertainty of σsys

V /V = 5% is made,
since it is old and probably not calibrated that well anymore. The statistical errors
originate in the resolution of each multimeter. A constant distribution between the
data points is assumed: σstat

I = 0.0001/
√
12 mA, σstat

V = 0.01/
√
12 V. The fit in

Figure 17 uses the statistical errors. The resulting coefficients are shown in Table 3.

m± σstat
m b± σstat

b χ2/Ndof

−0.5260± 0.0001 35.445± 0.001 1.75

Table 3: Coefficients of linear regression using statistical uncertainties.

The propagation of systematical errors is done by the ”shift method”. The
assumed uncertainties are added once and subtracted once from each data point.
Since there is an error on the voltage and on the current, this yields four different
set of points with I+, I−, V+ and V−

9. For each set, a linear approximation with
the statistical errors is done. The systematic error is then given by the maximum
difference ∆max between the coefficients resulting from the fit in Figure 17 and the
coefficients coming from the shifted fits. The results are shown in Table 4. A plot
of the used shift method can be found in the appendix (Figure 48).

m± σstat
m b± σstat

b χ2/Ndof

I+ −0.5260± 0.0001 35.4529± 0.0008 1.75

I− −0.5259± 0.0001 35.4378± 0.0008 1.75

V+ −0.5009± 0.0001 35.4454± 0.0007 1.93

V− −0.5537± 0.0002 35.4454± 0.0008 1.58

∆max 0.028 0.0075

Table 4

The complete coefficients resulting from the calibration are (k ± σstat
k ± σsys

k ):

m = −0.5271± 0.0007± 0.0277
mA

V
b = 35.4474± 0.0016± 0.0075 V

They can now be used to get a realistic current value I = mV +b, which depends
on the measured voltage.

2.2.3 ADC Board

The ADC board can be calibrated by measuring the forward voltage of a LED not
only with the board itself, but also with a multimeter. This was done with an OP232

9
I+ for instance, describes the set of points where V is the same, but the systematic error is

added to current values. This is done analogically for each error.
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LED. The used multimeter is, as for the current source calibration, the Agilent
34401A Digital Multimeter. While cooling down the cryostat, the forward voltage
of the diode can be measured by switching the connection from the ADC board to
the multimeter. This is done in-between the voltage measurements of the board.
During the cooldown, the temperature difference that occurs while switching the
wire is significant and has to be considered. The time between those measurements
are typically around 10 s to 20 s. To evaluate the error, the voltage changes in this
times are estimated. This was done during the start of the cooldown, where the
temperature change is not that fast. It seems that a approximation of σV = 1.5mV
is enough to cover this effect. This corresponds to a maximum relative error of
σV /Vmin = 0.1%.

Although this is true for most cases, four data points will not be considered for
the calibration, because the temperature change increases with lower temperatures
(green points in Figure 18) and the time it takes to switch wires is too large to
account for such an effect via an error. To minimize the uncertainty of the ADC
counts, the board measures the forward voltage 1000 times and takes the mean
value. The maximum resulting relative error is σmax

c,rel = 2.09e − 4 %, which is
negligible compared to the other errors. In the following, the ADC board voltage
will be called VADC and the multimeter voltage is Vmulti.

Now, a linear regression V (c) = mc+ b between the ADC counts and the multi-
meter voltage can be done. V (c) is the resulting voltage corresponding to a specific
ADC count c. m and b are coefficients. The resulting curve is shown in Figure 18.
The linear regression yields the parameters shown in Table 5. Since the χ2/Ndof is
close to 1, it is reasonable to believe that the process worked well.

Figure 18: Linear regression curve of ADC board. χ2/Ndof = 0.78.

m± σm b± σb χ2/Ndof

(1.7040± 0.0008)e− 6 −0.0049± 0.0009 0.78

Table 5: Fit parameters of the linear regression.
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3 Analysis

To analyse the behavior of an LED, three main quantities are considered: the spec-
trum of the emitted light, the forward voltage of the LED and their corresponding
temperature. The measurements use slightly different setups for data gathering,
depending on the LED.

3.1 Spectral Intensity

Not all of the spectrometers pixel have the same sensitivity. This is why a sensitivity
curve is given in [26] (see Figure 49). Since the curve is only accessible in the data
sheet, it has to be approximated. A manual cursor is used to gather data points
that describe the curve. The data points are pixel positions, which is why the
error have to be propagated to the sensitivity value. The pixel errors are estimated
by the thickness of the plot line plus an uncertainty of the cursor position and
amount to σp = 2 pixel, which corresponds to a maximum sensitivity uncertainty of
σmax
Srel

= 0.01. The resulting plot is shown in Figure 19. Note that the curve shows
the relative sensitivity Srel.

Figure 19: Sensitivity curve approximated manually from [26]. The assumed errors
are to small to be visible here.

Between the data points of Figure 19, a linear curve is assumed for the sensitivity.
If the sensitivity for one value is required, the two nearest points λ+ and λ− give a
value via a straight line:

Srel(λ) =
λ− λ−

λ+ − λ−

· (S+ − S−) + S− . (4)

S+ and S− are the corresponding relative sensitivities of λ+ and λ−, respectively.
To get the actual intensity I, the intensity values Iraw have to be multiplied by the
sensitivity given at its wavelength:

I = Iraw · Srel . (5)
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The sensitivity curve is only defined in the range of 400 nm to 1000 nm. Thus,
the wavelength range of the spectrometers pixel has to be cut. The range of the
spectrometer is approximately from 348 nm to 1028 nm. Additionally, so called ”hot”
pixel10 are not being considered. As visible in Figure 22, there are also pixel that do
not show the expected behavior. Since this could be an artefact of the LED, it was
tested with different LEDs. The spectrum always showed this anomaly, which is the
reason why these pixel were also disregarded. This yields 1788 functional pixel in
the range of 400 nm to 1000 nm. Pixel that were not considered because there are
not functional are visible in Table 6.

Hot pixel 0 344 870 1040 1041 1042 1124

1128 1141 1426 1427 1550 1907

Broken pixel 1344 1345 1346 1347

Table 6: Pixel that were not considered.

There is also an offset on the measurement. It is necessary to prevent nega-
tive values of the ADC. A dark current, which occurs due to thermal excitation of
charges, also results in an offset. To see if it is dependent on the room tempera-
ture and integration time, a dark measurement is done at different temperatures.
The spectrometer is heated by a hot air dryer, while the temperature was measured
with temperature sensors. For each temperature, 19 different spectra are recorded
ranging from an integration time of 50ms to 950ms. To get an idea if and how the
spectrum changes, the mean value Ī of the whole spectrum is taken. Examples of
the temperature dependence of the offset for different integration times is visible in
Figure 20. Only the cooldown is considered, since it has less hysteresis.

The non-linearity for temperatures above 30 ◦C is probably due to a fast tem-
perature change, since the heating is not homogeneous. This results in different
values for the temperature sensors and the detector. Therefore, it is a hysteresis
effect. Given that the offset depends on both quantities, the room temperature and
the integration time, it is reasonable to get the offset for each measured spectrum
separately. This is done by considering a part of the spectrum that has no significant
light input and taking the mean value of it. Which range of spectrum was taken to
take the mean value will be mentioned for each LED.

The dark spectrum also reveals another property of the spectrometer. As visible
in Figure 21, the pixel 0 to approximately 600 show a behavior that is not constant.
This is why they are not considered for offset determination and corresponds to
wavelengths under about 550 nm. The method decreases the amount of intensity
values that account for the offset calculation, but due to a remaining range of about
200 nm (550 nm to 750 nm) for an OP130 LED for example, this is not a problem.
The standard deviation of the mean value is also a quantity for the noise, which is
also integration time and temperature dependent, as shown in Figure 21. When the
sensitivity curve and the offset are taken into account, the spectra can be used to
take a look at the diodes behavior.

10Hot pixel are pixel that show unreasonably high intensity values for each measurement. An
example is shown in Figure 50 in the appendix.
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Figure 20: Offset temperature dependence for different integration times. The non-
linearity for high temperatures is probably due to a fast change of T , due to heating.
It causes a difference between the temperature of the spectrometers detector and
the temperature sensor on top.

Figure 21: Example of an offset measurement with no light input in the spectrome-
ter. These spectra were recorded at a room temperature of 32.8 ◦C. Note that they
are raw spectra, which is why all pixel are visible.

23



3 ANALYSIS

3.2 OP130

The OP130 from TT Electronics is a gallium arsenide (GaAs) diode with a wave-
length of 935 nm [13]. To measure its spectrum, an integration time of 3ms is chosen.
This is the minimum integration time of the spectrometer and used, because the op-
tical fiber inside the vacuum chamber has a thickness of 600 µm, which is larger than
the 400 µm thick fiber used for the other LEDs. To prevent the spectrometer from
saturating, a reduction tube with a length of 2 cm is used.

Figure 22: OP130: Measured spectra dependent on the temperature for the
cooldown. The temperature dependency is visualised via the color of each spec-
trum.

Figure 22 shows the behavior of the LEDs spectrum dependent on the temper-
ature. This plot is obtained when taking only spectra that have a temperature
difference of at least ∆T = 7.5K between them. The first thing that stands out
is the sudden intensity reduction at around 865 nm. Since this is an artefact that
occurs for all LEDs, these pixel will be neglected from now on. The spectrometer
does not seem to work in this range. The associated pixel are pixel 1499 to 1502.
The resulting plot is visible in Figure 23 (a). The corresponding plot for the warm-
up can be found in Figure 23 (b). It shows that the wavelength decreases with
lower temperature, while the intensity increases significantly. Such a spectrum has
different properties that will be considered. The important quantities here are the
peak position, the peak width and its height and how they behave with changing
temperatures.

Notice that the LED does not emit light with a wavelength of 935 nm at room
temperature. It is about 912 nm. A reason for that difference might be a manu-
facturing error, although the discrepancy is probably too large for that to be the
case. The full width at half maximum (FWHM) of the peak is 50 nm at a current of
10mA, according to the data sheet [13]. This is probably still not enough to explain
this behavior, since 935 nm − 912 nm = 23 nm is almost more half of the FWHM

24



3 ANALYSIS

(25 nm). Another possible explanation would be a wrong calibration of the spec-
trometer, but since the other tested LEDs show no signs of that, even at the similar
wavelength, this is most likely also not true. Additionally, the largest data point
used for calibration is also at 912 nm. The cleaning process in an ultrasonic bath
could be a reason. If the LED is not sufficiently sealed, as stated in [13], the water
and isopropanol used during cleaning might change the LEDs properties. Either
way, the LED will be analysed regardless of this wavelength difference.

Figure 23: OP130: Measured spectra dependent on the temperature for the
cooldown (a) and the warm-up (b) without the intensity artefact at around 865 nm.
The temperature dependency is visualised via the color of each spectrum.

To get the position of the peak wavelength, each spectrum peak is approximated
by a parabola I(λ) = a(λ− b)2 + c. Even though the peak is not perfectly symmet-
rical, it is sufficient to be approximated via a parabola. The reason for a parabola
is the approximation of a gaussian distribution at its peak. The statistical input
errors σI,stat and σλ,stat are taken from the calibration of the spectrometers intensity
and wavelength. An example of such a peak approximation is shown in Figure 24
(a).

The lower fit boundary is calculated by considering the maximum intensity wave-
length λmax and taking the wavelength that is 15 indices lower, which is λlow =
879.74 nm for this peak. The upper limit is determined by adding 20 indices:
λup = 890.94 nm. This asymmetrical fit is chosen, because it yields the best re-
sult for the fit parameters. This is due to the asymmetrical shape of the spectrum.
Since the errors shown in Figure 24 (a) are large, the χ2/Ndof = 0.034 is very small.
Nevertheless, the resulting fit parameters are reasonable, so it is concluded that the
peak values are determined well. The parameters of the shown fit are visible in
Table 7. Here, b is the peak position and c the corresponding peak intensity. a
describes the slope of the fit and is therefore not a factor that is discussed further.
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(a) (b)

Figure 24: OP130: (a) Example of a quadratic peak fit I(λ) = a(λ − b)2 + c at
T = 123.60K. χ2/Ndof = 0.034. (b) Peak positions as a function of temperature.
The peak intensity is shown as the point color.

The peak determination is done for all spectra of one cooldown cycle, including the
warm-up.

The peak position dependent on the temperature can be seen in Figure 24 (b).
The difference between the maximum and minimum wavelength is 39.58 nm. Its
intensity rises by a factor of approximately 15 from Imin

peak = 35.5 ± 0.3 to Imax
peak =

537 ± 3. At high temperatures over 210K, the peak position decreases almost
linearly. The decrease becomes less between 210K and 160K and rises to a similar
value from 160K to 40K as it has over 210K. Under 40K the peak position does
not change a lot and becomes almost constant for low temperatures under 30K.
Since this behavior is visible for cooldown and warm-up, it is unlikely that the
peak determination itself accounts for these effects. An important factor is the
temperature dependence of the energy band gap Eg. If it increases in value, the
energy of electron transitions increases as well and therefore the emitted photon
wavelength becomes smaller. The shape of Eg(T ) is shown in Figure 51 in the
appendix. It also has the linear temperature dependence for approximately T > 40K
and gets almost constant for lower temperatures. Since the behavior of the band
gap energy and the peak position are that similar, it is concluded that the main
effect for the LEDs peak position behavior is caused by this energy dependence on
the temperature. Other effects like the charge carrier mobility might also have an
effect on this behavior, but it is not visible enough in Figure 24 (b).

a± σa,stat b± σb,stat c± σc,stat χ2/Ndof

−0.9± 0.2 884.6± 0.3 338± 2 0.034

Table 7: Fit parameters for the peak shown in Figure 24 (a).

To determine the power output of the LED, it is necessary to integrate over the
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spectrum. Since the peaks are asymmetrical, an analytical approach via a guassian
curve is not possible. For this reason, the power is calculated by summing over the
intensities in a certain range of the spectrum that includes the peak. The partial
summation yields better results due to the irregularities in the offset (see Figure 21).
The chosen part for the OP130 spectrum ranges from 800 nm to 980 nm. Because
an absolute value of the power cannot be calculated as a result of the arbitrary
unit of the intensity, it is presented in reference to the initial value P0 at time
t = 0 s. This power will be called the normalized power Pnorm(T ) = P (T )/P0. The
normalized power displays the increase of power compared to the power output at
room temperature. The plot is shown in Figure 25 (a). It rises monotonically by
approximately 865%. The slope decreases under 120K and gets almost to zero at
the lowest temperatures, so there is no significant change in power output of the
diode under 20K. This constant behavior is consistent with the nearly constant
peak position at low temperatures shown in Figure 24 (b). Therefore, the LED
has a stable optical behavior at this temperature range. Between 120K and 200K,
a linear relation between temperature and optical output power is measured. For
higher temperatures than 200K, the power decreases. It might even out at a constant
value near zero for higher temperatures, which is not testable here. Since the output
power is closely related to the peak width and its height, their behavior will be shown
too. This way, it is possible to distinguish between a power increase because of a
wider peak or a larger peak intensity.

(a) (b)

Figure 25: (a) Peak output of the diode with respect to the starting value P0 de-
pending on the temperature. (b) Temperature dependence of the FWHM.

The peak width can neither be determined via a gaussian fit due to the asym-
metrical spectrum shape. This is why the FWHM is taken as a quantity of peak
width. Since half the maximum does not have an exact data point on the left and
right hand side of the peak, a linear approximation between the two nearest points
was done. The equation used is analogous to Equation 4. The peak widths depen-
dence on the temperature is shown in Figure 25 (b). The width of the peak gets
smaller with lower temperatures. It decreases almost by a third from 44 nm at room
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temperature to under 30 nm at 7.85K. Above T = 220K, the peak width changes
linearly. It is reduced by approximately 2 nm over a temperature range of 80K,
which corresponds to ∆λFWHM/∆T = 25 pm/K. This behavior is very similar to
the power at these temperatures (see Figure 24 (a)). For 185K < T < 245K, the
width stays almost constant at 42 nm. Between 185K and 40K, the peak width
decreases almost linearly with the lowering temperature. The only exception is at
T = 148K, where the peak width dips. Under 40K, the width decrease becomes
less and is almost constant at the lowest measured temperatures. Except for the
dip, the behavior can explain the low temperature part of the power plot. The slope
decreases due to the decreasing peak width. Since the peak width is related to the
state density, this seems to be the underlying temperature dependence of the power
output at low temperatures.

The peak intensity shows a very similar temperature dependence as the optical
power, as shown in Figure 26 (a). This suggests that the influence on the power
of the peak height is stronger than the influence of the peak width. The peak
intensity curve has an almost linear part between 60K and 205K. At temperatures
below 60K, the hysteresis gets stronger and a less step temperature dependence
is measured. Above T = 205K, the dependency is also nearly linear, but with a
different slope than between 60K and 205K. Since the peak intensity is basically
a measurement of the number of photons at the peak wavelength, there could be
multiple reasons for this behavior. The transparency of the semiconductor could get
better resulting in more photons that are able to escape. Another reason would be
a higher number of charge carriers inside the material that can emit photons.

(a) (b)

Figure 26: OP130: (a) Temperature dependence of the peak intensity. The cooldown
and warm-up is shown separately. (b) Forward voltage as a function of temperature
split into cooldown and warm-up. Two linear regression are shown as orange lines,
with their intersection at T = 157K. The displayed temperature sensor is fixed onto
the LED mounting.

The measured forward voltage V dependent on the temperature is shown in
Figure 26 (b). The hysteresis effect occurs, because the LED is cooled later than
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the temperature sensor next to it. For sufficiently large temperature changes, an
inaccurate mapping of the actual temperature of the LED and its forward volt-
age follows. The actual forward voltage at low temperatures lies in between the
cooldown and warm-up measurements. The forward voltage increases by 915mV,
which corresponds to a factor of approximately 1.7 compared to the voltage at room
temperature. The curve can be divided into two parts shown by the gray line at
T = 157K, which both show a linear temperature dependence. Remember that the
real forward voltage lies between the red and blue lines. The linear regression was
made for values under 120K and over 210K. This behavior was also seen in [27] by
other gallium based LEDs (see Figure 52 in the appendix). The linear regression
yield dV/dT = −1.4mK/V for higher temperatures and dV/dT = −4.5mK/V for
low temperatures. According to [27], there are three main components that lead
to this temperature dependence: the intrinsic carrier concentration, the band gap
energy and the state density in the valence and conduction band. The latter gives
a lower boundary for the temperature dependence, so it is relevant at high tem-
peratures. It is a description of the number of modes per frequency range. This
means that a high state density corresponds to a lot of possible different electron
transitions in a small range of energy. This is why the state density is closely related
to the peak width for a given optical power. For lower temperatures, the intrinsic
carrier concentration is dominant. It describes how many charge carriers like elec-
trons or holes can be found within a certain volume. It is a measure for the amount
of photons that can be emitted by the semiconductor and can thus be characterised
via the peak intensity. The energy band gap gives an additional temperature de-
pendence, as seen in Figure 51. Keep in mind that there are other factors that
are not considered here, like the resistance of the LED, which also depends on the
temperature.

(a) (b)

Figure 27: OP130: (a) Normalized electrical input power as a function of tempera-
ture. (b) Normalized efficiency νnorm = ν/ν0.

The question now is whether the efficiency of the LED actually increases with
the power output. Since the forward voltage also increases (see Figure 26 (b)) with
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lower temperatures, a rise in efficiency cannot be inferred from this. The electrical
input power can be calculated via Pel = V · I. The current values I are determined
with the ADC board calibration explained in section 2. As done with the optical
power, the normalized electrical power P el

norm is given by dividing by its starting
value P 0

el. The resulting plot is shown in Figure 27 (a). It is not surprising that the
curve looks very similar to the forward voltage in Figure 26 (b), since the current
does not vary by a lot and is therefore nearly a constant factor.

Figure 28: OP130: Temperature progres-
sion with time. Sensor A is the temper-
ature detector in the LED mounting and
Sensor B sits under the cooling plate. This
is a typical temperature curve for a cool-
ing cycle.

The efficiency ν is the ratio between
input and output power: ν = P/Pel.
The results are normalized through the
starting efficiency value via νnorm =
ν/ν0 to get a reference point, as it was
done for the power. The plot is shown
in Figure 27 (b). For temperatures be-
tween 300K and 150K the increase in
efficiency is nearly linear. As the indi-
vidual quantities behave monotonously,
it is unexpected to see the efficiency
peaking at 76K. The highest efficiency
is 6.11 times the minimum. It de-
creases to 5.8 times the minimum at
T = 7.85K. At temperatures above
150K, νnorm increases almost linearly
with lowering T . This means that the
output power rises by a constant factor
more than the electrical input power.

It is not clear so far if the shown ef-
fects on the LED occur for all cooling
cycles or changes each time. This is tested by doing multiple cycles with the same
LED. There are a few differences that will be mentioned. Things that do not change
are not be elaborated further. In Figure 29 (a), the voltage of two example cycles
are visible. Cycle 1 is the run that was discussed above. The starting value of the
voltage at room temperature is the same, as expected. The shape of the the curve
stays the same too, only the maximum voltage is different and the curve is stretched
as a result. Since the time development is qualitatively the same, the discussion
above is still valid.

For the optical power output this pattern is the same, as seen in Figure 29 (b).
In cycle 2, it rises not by 865% as in cycle 1, but by 639%. The effect on the voltage
gets even more apparent when factoring in the corresponding current. This yields
the normalized electrical input power shown in Figure 29 (c). The room temperature
values of the input and output power are also not the same. As a result of these
two quantities, the efficiency shows a significant difference between the cycles too
(see Figure 29 (d)). As said before the qualitative discussion stays the same, but
with different values. The reason for the different output power is probably the
LED mounting, which does not fix the diode in a stable position. Since the cryostat
vibrates during operation, the LED could change position. Asymmetries in the light
profile could then cause changes of the output power and its measurement. Still,
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(a) (b)

(c) (d)

Figure 29: OP130: Comparison of two cooling cycles for (a) the forward voltage, (b)
the output power, (c) the electrical input power and (d) the efficiency of the diode.

this is not an explanation for the different forward voltage values. This is why it
is concluded, that the LED shows a non-stable behavior at room temperature, but
even more so at cryogenic temperatures.

Since the peak position cannot be determined for all LEDs, it is necessary to
get a different kind of peak calculation. This is due to very asymmetrical spectra
for other LEDs. To get a usable quantity of the peak position, a weighted peak is
determined:

λw
peak =

N∑

i=0

λiIi

N∑

i=0

Ii

. (6)
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Ii is the corresponding intensity value for each wavelength λi. If the spectrum was
a physical object, λw

peak would be the centre of gravity. This does not give the exact
peak value, but a good evaluation of how the spectrum behaves. As seen in Figure 30
(a), the behavior is very similar to the actual peak position with the decrease for
temperatures above 50K and becomes almost constant below. To get a parameter
of the peak width, the statistical uncertainty of the weighted peak is taken. The
normalized result is shown in Figure 30 (b). Since the behavior of this error is not
similar to the peak width of the LED in Figure 25 (b), this is not a good variable
for the peak width and will not be discussed any further.

(a) (b)

Figure 30: OP130: (a) Weighted peak positions as a function of temperature. (b)
Normalized error of the weighted peak position.

32



3 ANALYSIS

3.3 OP232

The OP232 from TT Electronics is a LED that emits light with a wavelength of
890 nm. It is made of gallium aluminium arsenide (GaAlAs) [28]. An integration
time of 30ms is chosen with 45 s between each measurement. The recorded quantities
are the same as for the OP130 LED. Since the results are not reproducible with the
setup used for this the OP130, a new LED mounting is used for the OP232. This
mounting holds the LED in position by pressing the copper lid on it (see Figure 10
(a)), so that it cannot move. The fiber inside the vacuum chamber is also changed to
a 200 µm thick fiber. The reduction tube and the fibers outside the vacuum chamber
stay the same.

Figure 31: OP232: Temperature dependence of spectra for the cooldown (left) and
the warm-up (right) without the intensity artefact at around 865 nm. The temper-
ature dependency is visualised via the color of each spectrum.

The measured spectra are shown in Figure 31. They have a very asymmetrical
shape, especially for lower temperatures under 200K. The jump in intensity at
λ = 865 nm is the result of cutting out the abnormal behaving pixel from Figure 22.
It looks like the peak wavelength gets smaller and increases again. To see if this
is true, the peak needs to be determined. As explained before, a parabolic peak
approximation is not possible due to a strong asymmetry of the peak. As visible in
Figure 31, the spectrum has two peaks at temperatures between 100K and 200K.
Therefore the weighted peak is calculated via Equation 6. The result is shown in
Figure 32 (a). As discussed before, the weighted peak is only a qualitative descrip-
tion of the peak position. This is why the actual peak positions might vary from
them. For temperatures above 180K, the peak decreases linearly with decreasing
temperature. To evaluate this behavior, it is necessary to take a look at other gal-
lium based semiconductors. For example, the gallium phosphide (GaP) shows nearly
the same qualitative band gap temperature dependence [29]. For this reason, it is
assumed that gallium base LED behave in this particular way (see Figure 51 in the
appendix). A similar effect on the peak position was seen by the OP130 LED too,
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so it is likely that the energy band gap dependency on temperature is responsible for
this effect. At T = 99K, the weighted peak reaches its minimum value of 857 nm.
Below this temperature, λw

norm increases to reach a constant value of approximately
859 nm for temperatures under 40K. As expected from the spectra in Figure 31,
the weighted peak rises for very low temperatures to reach a stable value. This be-
havior cannot be explained by the temperature dependence of the energy band gap,
assuming its behavior is similar to other gallium based semiconductors. Different
energy occupation might be the cause. When lowering the LED temperature, the
dominant energy transitions change, which could result in a increase of energy for
the average photon.

(a) (b)

Figure 32: OP232: (a) Weighted peak positions as a function of temperature. The
normalized power is described by the color of each point. (b) Normalized power
output of the diode as a function of temperature.

As before, the power is the sum of the intensity values at a certain range. The
chosen range for the OP232 is 780 nm to 960 nm. The power was again normalized
by dividing by the starting value at room temperature to get a reference point.
Its temperature dependence is shown in Figure 32 (b). The progress also shows a
simple nearly linear temperature dependence for T > 180K. At 81K, the power
reaches a maximum that is 4.4 times larger than its starting value. The optical
power then decreases to a constant value of about 4.27 times the power at room
temperature. The power curve behaves similar to the weighted peak position. There
is a maximum (or minimum) value and a nearly constant result at temperatures
under 40K. A difference is the temperature at which the maximum and minimum
values are reached. For low temperatures under 180K, the transparency of the
semiconductor may have an impact on its power output. If the photons that are
emitted by electron transitions in the material get absorbed by the semiconductor
itself, less light and therefore less power is able to escape. This could explain the
decrease of power for T < 81K.

Whether the power rises due to an increased peak width or an increased intensity
itself can be determined by plotting the FWHM. Because an actual peak intensity
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(a) (b)

Figure 33: OP232: (a) FWHM with respect to the maximum intensity of each
spectrum. (b) Temperature dependence of the maximum intensity value.

cannot be determined, the maximum value of each spectrum is taken. This should
yield a good result since the switch between two maxima in a spectrum with more
than one peak does not effect the curve of the maximal intensity. The result can
be seen in Figure 33 (a). The constant peak width for temperatures above 160K of
approximately 52 nm is interrupted by a peak at T = 255K. Since this peak happens
for both, cooldown and warm-up, it is more likely to be a spectral effect rather than
a calculation error. It is possible that the peak is a result of a broader range of
transitions that the electrons are able to use for photon emission. For temperatures
above 255K, this would mean a certain dominant photon energy and a different one
for temperatures below 255K. For a given constant power this would mean a smaller
state density. The peak would then describe the crossover of two dominant energy
transitions. For T < 160K, the FWHM decreases rapidly and reaches a minimum
at the lowest measured temperature of 8.78K. The corresponding peak width is
λmin
FWHM = 22.5 nm. It can be concluded that the peak width is not accountable for

any significant power gain above T = 160K, but for the power decrease below this
temperature.

The maximum intensity, as shown in Figure 33 (b), increases monotonously
with decreasing temperature. At T = 255K, the slope gets more steep, which is
also the case for T = 132K. Considering the FWHM, it is reasonable to assume
that the behavior of the maximum intensity is the reason for the power increase at
temperatures above 160K. Physically, the increasing maximum intensity describes
an increase of number of photons at a specific wavelength hitting the detector. This
means an increase in power too and is connected to a larger charge carrier density.
Apparently, the width decrease at T < 160K is has a larger influence on the power
output than this increase in maximum intensity.

The measured forward voltage is shown in Figure 34 (a). The temperature depen-
dence is very similar to the forward voltage of the OP130. At room temperature, the
diode has a forward voltage of approximately 1.32V. The maximum voltage value at
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T = 8.78K equals 3.09V. The linear regressions for low and high temperatures can
be done in the same way as for the OP130, but at different temperature ranges. The
regression for lower temperatures was done for T < 50K and for higher temperatures
at T > 200K. This yields a temperature dependency of dV/dT = −19.9mK/V for
low temperature and dV/dT = −1.6mK/V for higher temperatures. As explained
before, the main reason for the voltage increase at high temperatures are changes
in the state density of the valence and conduction band. For lower temperatures,
the dominant factor is the intrinsic carrier concentration [27]. This behavior seems
to be valid for different gallium based diodes, as the OP130 and the OP232 show a
similar curve.

(a) (b)

Figure 34: OP232: (a) Forward voltage as a function of temperature. The linear
regressions are shown to make the linear behavior in different temperature ranges
visible. (b) Temperature dependency of the normalized electrical input power.

To get the temperature dependency of the efficiency, the electrical input power
needs to be determined. As for the OP130 LED, this is done by using Pel = V · I,
where the current I is determined via the calibration described in section 2. The
normalized electrical power is visible in Figure 34 (b). It is again not surprising
that it has the same shape as the forward voltage due to the nearly constant current
supplied by the LED driver board. Over a range of 292K, the input power rises to
a maximum of 2.27 times its value at room temperature.

The efficiency ν = P/Pel is shown in Figure 35 (a). It is normalized as it was done
before. For temperatures T > 180K, the efficiency rises almost linearly up to 2.78
times its starting value. Then, the slope decreases and reaches a maximum efficiency
at Tmax = 119K. The corresponding efficiency νmax is 3.27 times the efficiency at
room temperature. Below Tmax, the efficiency decreases with approximately the
same slope magnitude as it increased before. At temperatures lower than 60K, the
change is nearly linear again until the coldest temperature of 7.78K is reached with
an efficiency of νnorm = 1.87. This large decrease for low temperatures is the result
of the steep increase in electrical input power, as visible in Figure 34 (b). During this
time, the output power remains almost constant or even decreases (see Figure 32
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(b)). For low temperatures under 80K, this yields a dominant factor for the behavior
of the LED, which is the state density. The change of electrical input power is most
relevant, which is a result of the increasing forward voltage and therefore the state
density as stated in [27]. At higher temperatures above 160K, the output power is
the dominant factor, which changes due to the changing maximum intensity. This
is related to the number of photons that the semiconductor emits. There could be
multiple reason for this, e.g. the transparency of the material or the charge carrier
concentration. Since the output power is an important variable for the use of an
OSEM, it is concluded that the behavior at temperatures under 40K is quite stable,
as shown in Figure 32 (b).

(a) (b)

Figure 35: OP232: (a) Temperature dependence of normalized efficiency. (b) Tem-
perature as a function of time. The start of heating can be seen at t = 4 : 18 h.

(a) (b)
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(c) (d)

(e) (f)

Figure 36: OP232: Comparison of three different cooling cycles of (a) the forward
voltage, (b) the opitcal power output, (c) the electrical input power, (d) the efficiency
of the diode, (e) the FWHM and (f) the maximum intensity.

Another thing that should be mentioned, is the start of the heating phase during
warm-up. This can be seen in Figure 35 (b). The buckling at t = 4 : 18 h is the
result of the heating turning on. Its temperature to be reached is 300K.

To verify the analysis above, multiple cooling cycles were done. The comparison
of each measured variable is visible in Figure 36. The cooling cycle shown above
is cycle 1. A very surprising cooling cycle is marked in blue. The LED did not
emit light anymore. Why this is the case could not be determined, since this be-
havior did not occur a second time. The first suspicion was an electrical contact
that lost its connection. This would mean that the forward voltage would increase
to the maximum value the ADC can measure. As will be seen for the next LED,
the ADC board can measure voltages up to 8V and is therefore not saturated here
(see Figure 36 (a)). The setup did also not change between those measurements.
Apparently, the LED can have an unstable behavior at low temperatures. Cycle 1
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and 3 in Figure 36 however, show a very similar behavior for all measured quantities.
The qualitative characteristics stay the same as for the OP130, but even the quan-
tities are very comparable. The largest relative difference between the normalized
efficiency is about 4.2%. For the output power this value is approximately 3.2%.
Even the peak of the FWHM at high temperatures is consistent for cycle 1 and 3
and can be seen in Figure 36 (e). Since the differences between cycles are reason-
ably small, it is deduced that the LED has a consistent behavior at the temperature
range of 8K < T < 300K. However, a failure of the LED can occur too. Whether
this behavior is only true for this particular LED or for other ones of the same too,
was not measured.
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3.4 MTE4064NK2-UR

The MTE4064NK2-UR LED from Marktech Optoelectronics emits light with a
wavelength of 650 nm [30]. The material composition is not given, but an assump-
tion will be made later. The measuring procedure is the same as for the other two
LEDs. The only difference is the length of the reduction tube (see Figure 12), which
is approximately 2.5 cm.

Figure 37: MTE4064NK2-UR: Measured spectra as a function of temperature, which
is shown by the color of each spectrum. The visible plot show the cooldown (left)
and the warm-up (right).

The chosen integration time is 3ms with a time of 45 s between measurements, as
for the OP232 LED. The spectra for cooldown and warm-up are shown in Figure 37.
The temperature difference between each spectrum is 10K. As expected, the peak
wavelength starts at approximately 650 nm and shift to lower wavelengths as the
temperature decreases. The intensity increases too, but then decreases and rises
again, which is a new behavior of the spectrum. As before, first the peak position
will be analysed.

Since the peak is sufficiently symmetrical, a parabolic fit I(λ) = a · (λ− b)2+ c is
possible for each spectrum. An example of such a peak fit is visible in the appendix
(see Figure 53). The corresponding peak parameters can be found in Table 9 in the
appendix. The errors are very large, as they were for the OP130 peak fit, but since
the resulting peak positions make sense, it is assumed to be a good description of
the spectrum peak. The resulting temperature dependence of the peak position is
shown in Figure 38 (a). Over a range of about 300K, the peak position changes
by 19.6 nm. Above T = 130K, the temperature dependency is almost linear with
its maximum at λmax

peak = 651.5 nm. The slope decreases for lower temperatures until
the peak position reaches a minimum of λmin

peak = 631.9 nm. The energy increase
that occurs with a smaller wavelength seems to be similar to the energy band gap
temperature dependence shown in the appendix (Figure 51). This suggests that
this temperature dependence is the reason for the wavelength shift. The energy
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(a) (b)

Figure 38: MTE4064NK2-UR: (a) Temperature dependence of the peak position.
The corresponding peak intensity is shown by the color. (b) Normalized optical
power as a function of temperature.

occupation might also change within the semiconductor, which could also have an
effect on the peak wavelength. The dominant factor of both can not be determined
here.

The optical output power is again calculated by summing over the intensity
values in a certain range and normalize this sum. The selected range is 600 nm
to 690 nm. The resulting temperature dependent power is shown in Figure 38 (b).
For temperatures above 171K, the power increases monotonously with decreasing
temperature. A maximum is reached at 171K. The following decrease between
171K and 131K is very irregular and shows parts that are very steep and others
that are almost constant. The decrease ends at a local minimum at T = 131K.
Below this temperature, the normalized power rises to a nearly constant value of
approximately 4.72 times the power output at room temperature. The power curve
is surprising, as the other LEDs do not show such a behavior. To analyse it further,
the peak intensity and FWHM are determined.

The FWHM is visible in Figure 39 (a). For comparison, the dashed lines at
T = 131K and 171K show the positions of the maximum and the local minimum
of the optical power (Figure 38 (b)). The FWHM decreases from 15.9 nm to a local
minimum of 7.5 nm at 161K. A local maximum is reached at approximately 131K.
For lower temperatures, the FWHM decreases further and reaches a minimum value
of 7.4 nm at 9.88K. This peak width behavior is opposite to what was expected,
because the minimum and maximum are roughly at temperatures where the output
power has a maximum and minimum, respectively. Thus, the peak intensity has to
be responsible for this effect. Overall, the peak width decreases during cooldown,
which corresponds to a larger state density in the semiconductor.

The peak intensity (see Figure 39 (b)) rises with decreasing temperature from
starting value of 157 to a local maximum of 474 at T = 167K. The power reaches
its maximum at 171K. This is close enough to be able to say that the power peak is
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(a) (b)

Figure 39: MTE4064NK2-UR: (a) Temperature dependence of the FWHM. (b) Peak
intensity as a function of temperature.

a result of the peaking intensity. The same applies to the local minimum of the peak
intensity, which has a value of 369 at T = 131K. For temperatures lower than 131K,
the peak intensity rises monotonously to a maximum of 553 at 9.88K. Regarding the
power, the increase of the peak intensity and the decrease of the FWHM cancel each
other out and result in a stable power output for low temperatures under 131K. For
higher temperatures, the intensity change of the peak is the dominant factor that
increases the optical power of the diode. Associated physical effects could be the
charge carrier concentration and the transparency of the material. If more charge
carriers are able to emit photons, intensity of the peak gets higher. The same is true
if more photons can escape the material as they are not absorbed.

The measured forward voltage is shown in Figure 40 (a). Its increase is not
linear over the whole temperature range, but rises monotonically. The value at
room temperature is about 1.98V. The maximum value is 8.35V, which is reached
at 9.88K. The maximum voltage is unexpectedly high and could be the result of a
larger energy band gap or an occupation of low energy levels in the conduction band.
The reason cannot be analysed any further with the used setup. The normalized
electrical input power is shown Figure 40 (b). It has no significant difference to the
forward voltage, which is expected as the current is not changing a lot.

Now that the input and output power is given, the efficiency can be calculated.
The normalized efficiency is visible in Figure 41, which has a value of 1 at room
temperature. With colder temperatures, it rises almost linearly until reaching a
maximum efficiency of νmax

norm = 2.6 times its starting value. This maximum is at
approximately T = 190K. For temperatures under 190K, the efficiency decreases
with a local minimum at around 129K. The decreases beneath that temperature is
less steep until it reaches a value of 1.23 times the efficiency at room temperature at
9.88K. This behavior can be explained when looking at the input and output power.
For high temperatures above 190K, the electrical power and the optical power both
rise, with the latter having a more steep increase. This is why the efficiency rises at
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(a) (b)

Figure 40: MTE4064NK2-UR: (a) Forward voltage as a function of temperature.
(b) Temperature dependency of the normalized electrical input power.

these temperatures. The output power has its maximum at 171K, which is where
the steep decrease of the efficiency begins, which is a result of the rising input
power and decreasing output power. At 131K, the optical power reaches its local
minimum, which corresponds to the efficiency minimum at T = 129K. Since the
output power is almost constant for lower temperatures and the input power still
increases, the efficiency decreases. An efficiency decline of this magnitude was not
seen for the other LEDs. The reason is the very high forward voltage that is required
to power the LED at low temperatures, which corresponds to a large energy band
gap. Since the output power is the most important characteristic for the OSEM,
this LED shows a very stable optical power source under 100K. Whether this is the
case for different cooling cycles will be analysed below.

As seen in Figure 42, the LED shows very similar behavior for different cooling
cycles. The forward voltage (Figure 42 (a)), electrical power (Figure 42 (c)) and
FWHM (Figure 42 (e)) are so equal that they can be barely distinguished from each
other. A difference occurs in the optical output power, which is shown in Figure 42
(b). One cooling cycle had significantly different power output values for temper-
atures below 240K. This is the temperature where the relative difference between
cycle 1 and 2 exceeds 5%. As a result of the discrepancy, the efficiency of cycle 1
differs significantly too (see Figure 42 (d). The peak intensity also shows variations
for different cycles. Here, cycle 3 seems to be the one with the most deviation. The
relative difference between cycle 1 and 3 is 9.6% at the lowest temperature of 9.84K.
Although there are some differences between multiple cooling cycles, the qualitative
behavior of the LED stays the same. The mentioned maxima and minima occur in
all of these measurements. It is concluded that the LED MTE4064NK2-UR from
Marktech Optoelectronics is useful for devices at low temperatures under 40K, since
it has a stable power output.

Since the LEDs material composition is not known, it can be guessed by the
wavelength the diode emits at room temperature. Phtotons with a wavelength of
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650 nm have an energy of about E = hc/λ = 1.9 eV. Therefore, the energy band gap
at room temperature should be in this range. Since Eg depends on the specific doping
of the material a certain material can not be determined here. According to [31],
gallium phosphide (GaP) has an energy band gap of about 2.26 eV. Since no gallium
based composition was found that is closer to the photon energy emitted by the
semiconductor and the dependence on doping could change this value significantly,
GaP is the most likely choice of material for the MTE4064NK2-UR.

Figure 41: Temperature dependence of the efficiency of an MTE4064NK2-UR.

(a) (b)

44



3 ANALYSIS

(c) (d)

(e) (f)

Figure 42: Comparison of three different cooling cycles of (a) the forward voltage,
(b) the opitcal power output, (c) the electrical input power, (d) the efficiency of the
diode, (e) the FWHM and (f) the maximum intensity of an MTE4064NK2-UR.
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3.5 Conclusion

The goal of this thesis is the analysis of the temperature dependence of diodes.
This is done by cooling them down to cryogenic temperature and measuring their
spectrum and forward voltage during cooldown and warm-up. Before testing the
LEDs, it is necessary to calibrate the spectrometer, the current source and the ADC
board, which measures the forward voltage.

The first LED that was cooled down is the gallium arsenide OP130 from TT
Electronics. It is set to be a 935 nm LED, which could not be confirmed due to the
measured peak wavelength of 912 nm. It shows a for gallium based semiconductors
typical voltage behavior and a monotonous increase in optical power with decreasing
temperature. The efficiency increases approximately by a factor of 6 compared
to operation at room temperature. Although it is probably a result of the LED
mounting, it should be noted that the measurements showed broad differences for
different cooling cycles especially regarding the output power.

The OP232 from TT Electronics is a 890 nm LED made of gallium aluminium
arsenide. It shows a stable wavelength and optical power behavior under 40K and
also has the typical temperature dependency of the forward voltage mentioned above.
The differences between cooling cycles are reasonably small, whereby the LED did
not emit any light at low temperatures during one measurement.

The last measured diode is the MTE4064NKN2-UR from Marktech Optoelec-
tronics. It is a 650 nm LED that has a much larger forward voltage at low tempera-
tures than the other ones with a maximum value over 8V. Its output power shows
a stable behavior under 100K, but maxima and minima for higher temperatures.
For different cooling cycles, the fluctuations are not large with a maximum relative
difference of the efficiency under 10%.

It is important to notice that only one LED of each type was analysed. Whether
these characteristics are the same for all LEDs of this type or if there are more
fluctuations in their behavior was not determined. To further improve the repro-
ducibility of the results, this would be the first step. The results can now be used
to have a good understanding of an LEDs behavior in the temperature range from
10K to 300K for devices like the OSEM, which this thesis is done for.
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A Setup and Calibration

A.1 LED Current Source
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Figure 43: Current source layout part 1.
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Figure 44: Current source layout part 2.
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A.2 Calibration

A.2.1 Spectrometer

Figure 45: Raw argon spectrum used for the spectrometer calibration.
.

Figure 46: Raw offset measurement for the offset determination of the spectrometer.
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a± σa,stat b± σb,stat c± σc,stat χ2/Ndof λlit ± σλlit
[nm]

1 −1.21± 0.28 391.74± 0.16 10.17± 0.21 0.142 488.90422± 2e− 05

2 −1.46± 0.32 986.96± 0.17 14.30± 0.05 0.191 696.54307± 2e− 05

3 −1.01± 0.22 1016.95± 0.17 10.10± 0.05 0.206 706.72181± 2e− 05

4 −1.72± 0.37 1111.03± 0.17 16.40± 0.05 0.189 738.39805± 2e− 05

5 −2.02± 0.34 1148.00± 0.16 61.00± 0.03 0.843 750.38691± 3e− 05

6 −5.78± 1.45 1186.60± 0.16 64.33± 1.47 0.471 763.5106± 2e− 05

7 −1.48± 0.36 1213.66± 0.16 16.19± 0.34 0.343 772.37611± 2e− 05

8 −1.28± 0.28 1282.06± 0.17 12.70± 0.06 0.139 794.81764± 3e− 05

9 −1.15± 0.19 1302.07± 0.16 17.10± 0.06 0.406 801.47857± 3e− 05

10 −3.84± 0.98 1333.31± 0.20 49.42± 0.72 0.564 811.5311± 3e− 05

11 −0.69± 0.12 1380.00± 0.16 8.20± 0.03 1.1 826.45225± 3e− 05

12 −0.93± 0.22 1425.22± 0.17 13.17± 0.19 2.624 840.82096± 3e− 05

13 −1.84± 0.42 1429.75± 0.16 21.80± 0.31 0.153 842.46475± 3e− 05

14 −0.48± 0.09 1460.55± 0.14 5.41± 0.12 0.174 852.14422± 3e− 05

15 −1.54± 0.34 1653.13± 0.17 13.52± 0.14 0.077 912.29674± 3e− 05

Table 8: Fit parameters of the parabola for each pixel. The left column describes the
peak number, while the peak position is given by b. λlit is the literature wavelength
of the argon peaks.
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Figure 47: Peak fits of all 15 argon peaks used for the spectrometer calibration.
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A.2.2 Current Source

Figure 48: Shift method for the current source calibration.
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B Analysis

B.1 Spectral Sensitivity
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Figure 49: Spectral sensitivity taken from [26]
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Figure 50: Dark noise measurement with integration time of 1000ms. Multiple hot
pixel are visible.

B.2 OP130

Figure 51: Temperature dependence of GaAs band gap energy from [29].
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Figure 52: Temperature dependence of forward voltage [27].

B.3 MTE4064NK2-UR

Figure 53: Example of a peak approximation at T = 92.01K and its residual plot.
Since the errors are very large, the χ2/Ndof is with 3 very small.
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a± σa,stat b± σb,stat c± σc,stat χ2/Ndof

−14.044± 3.755 633.30± 0.23 461.17± 5.66 0.034

Table 9: Fit parameters for the peak shown in Figure 53
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