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Abstract
This thesis presents the search for lepton flavour violating processes with charged lepton pairs
in proton-proton collisions at the center-of-mass energy of 13 TeV. It uses the full Run 2 data
collected by the CMS detector at LHC at CERN. The µτ channel was analysed using two different
file formats and the different outcomes are compared. As no significant deviations from the
Standard Model prediction have been observed in the three channels (eµ, eτ,µτ), their mass
spectra are used for statistical interpretation, using various models.

For the production of a heavy boson Z’, a lower mass limit was set at 5.0, 4.3 and 4.1 TeV at 95 %
confidence level (CL) for the eµ, eτ and µτ channel, respectively. A supersymmetric R-parity
violating tau sneutrino with masses up to 2.2 TeV is excluded for the eµ channel and up to 1.6 TeV
in both τ channels, assuming coupling parameters of λ = λ′ = 0.01. For λ = λ′ = 0.1, the lower
limit is set at 4.2, 3.7 and 3.7 TeV for the eµ, eτ and µτ channel. For the production of Quantum
Black Holes with n = 4 extra dimensions, masses below 5.6 TeV in the eµ channel, 5.2 TeV in the
eτ channel and 5.3 TeV in the µτ channel can be excluded.

For the first time, a limit on the pre-exponential factor of the production of a sphaleron has
been set in these specific channels at 0.63 for a sphaleron energy of 9 TeV. Additionally, the first
model-independent limits for all three channels are presented.

Zusammenfassung
Diese Dissertation präsentiert die Suche nach Lepton Flavour verletzenden Prozessen mit gelade-
nen Leptonpaaren in Proton-Proton Kollisionen bei einer Schwerpunktsenergie von 13 TeV. Sie
benutzt den gesamte Datensatz von Run 2, gesammelt am CMS Detektor am LHC am CERN. Der
µτ Kanal wurde mit Hilfe zweier unterschiedlicher Dateiformate analysiert und die Ergebnisse
werden verglichen. Da keine signifikanten Abweichungen von der Standardmodell-Vorhersage
in den drei Kanälen (eµ, eτ,µτ) beobachtet wurden, werden die Massenspektra, unter Einbezug
verschiedener Modelle, für die statistische Interpretation genutzt.

Für die Produktion eines schweren Bosons Z’ wurde ein unteres Massenlimit von 5.0, 4.3
und 4.1 TeV, für den eµ, eτ und µτ Kanal, mit einem Konfidenzniveau von 95 % gesetzt. Ein
supersymmetrisches R-Parität verletzendes Tau Sneutrino kann mit Massen bis 2.2 TeV für
den eµ Kanal und 1.6 TeV für beide τ Kanäle ausgeschlossen werden, unter der Annahme der
Kopplungsparameter λ = λ′ = 0.01. Die untere Massengrenze für λ = λ′ = 0.1 wurde bei 4.2,
3.7 und 3.7 TeV für den eµ, eτ und µτ Kanal gesetzt. Für die Produktion von mikroskopischen
schwarzen Löchern mit n = 4 Extradimensionen können Massen unter 5.6 TeV für den eµ Kanal,
5.2 TeV für den eτ Kanal und 5.3 TeV für den µτ Kanal ausgeschlossen werden.

Eine obere Ausschlussgrenze für den prä-exponetiellen Faktor der Produktion eines Sphalerons
wurde zum ersten Mal in diesen speziellen Kanälen bei 0.63 für eine Sphaleron Energie von 9 TeV
gesetzt. Zusätzlich wird das erste Modell-unspezifische Limit für alle drei genannten Kanäle
präsentiert.
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1 Introduction

Physics is driven by the search for answers on how the world around us functions. Over hundreds
of years, the knowledge about the universe, how it behaves and what it is made of has grown.
But with each answer that is found, new questions arise about the functioning of the world.

The Standard Model (SM) of particle physics offers a well-established and tested description of
the physical phenomena at very small magnitudes. Nevertheless, it is not able to explain certain
questions and observed behaviour in nature. Thus, particle physicists try to modify and extend
the SM which leads to the prediction of "new physics".

This thesis presents the search for such new phenomena in the context of lepton flavour violation
(LFV) with the production of lepton pairs. In the SM, the lepton flavour is conserved while no
specific underlying principle exists to support this assumption. Measurements of neutrino oscilla-
tions indicate that the lepton flavour is not conserved in the neutral sector. Thus, the assumption
that it also might be not conserved for charged leptons comes as a natural consequence.

The presented search uses data from proton-proton collisions from the Large Hadron Collider
(LHC) at CERN, measured by the Compact Muon Solenoid (CMS) experiment. The center-of-
mass energy (

√
s) is at 13 TeV, giving the opportunity to search in a very high energy regime. The

combined collected data of Run 2, taken in the years 2016 to 2018, offer an extensive quantity of
collected events and might show hints of new physics. The search is divided into three channels,
containing either an electron (e) and a muon (µ), an electron and a tau (τ) or a muon and a tau.
As the tau decays before reaching the detector, its reconstruction from the measured detector
response is challenging.

Multiple theories have been developed that predict lepton flavour violation. This thesis puts
focus on the search for a heavy boson Z’, predicted by the Sequential Standard Model (SSM),
the production and decay of a supersymmetric tau sneutrino with R-parity violation (RPV) and
Quantum Black Holes (QBH) with extra dimensions. In addition, a non-perturbative effect in
the electroweak sector of the SM, called "sphaleron", is looked at. The choice of models offers a
variety of different potential signal shapes of the measured invariant mass of the lepton pairs.
They are also used to perform a statistical interpretation of the findings of this search. For the
first time in these channels, a model-independent limit will be provided.

Some of the results presented in this thesis have been published in the "Journal of High Energy
Physics" (JHEP) as "Search for heavy resonances and quantum black holes in eµ, eτ, and µτ final
states in proton-proton collisions at

√
s = 13 TeV" [1]. The author of this thesis is a co-author of

the publication. Plots labelled with "Private Work" are not part of the publication and are created
specifically for this thesis.

This thesis starts with a short introduction into the theoretical foundation of the presented search
(Chapter 2). After a short summary of the Standard Model, the non-perturbative effect leading to
the sphaleron, as well as the three beyond the Standard Model (BSM) models will be discussed.
Afterwards, the experimental setup with the Large Hadron Collider and the Compact Muon
Solenoid will be described in Chapter 3. Chapter 4 covers the reconstruction and identification of
the objects used in this thesis. After these foundations are established, Chapter 5 will explain the

11



1. Introduction

analysis strategy, containing a description of the relevant background processes and the Monte
Carlo simulation. The main focus of this chapter will lie on the µτ channel. The used, specific
event criteria are presented and the final distributions of the discriminating variable for all three
channels are shown. Chapter 6 will then introduce the methods to interpret the results of the
analysis in a statistical sense leading to the exclusion limits for the different interpretations. The
thesis ends with a summary of the results in Chapter 7.
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2 Theoretical Foundation

The following chapter will give a short introduction to the theoretical background of this thesis.

The first section will give an overview of the status quo of the theoretical description of elementary
particles and their interactions, the so called Standard Model (SM) of particle physics. This
theory is one of the most tested theories in physics to date and builds the foundation to existing
knowledge of particle physics. Therefore, it is used to describe the background when comparing
a measurement to the expectation while searching for new physics deviating from the SM
prediction.

The second section will cover a specific solution of the SM which allows the lepton flavour
violating (LFV) production of multiple leptons in a regime that is rarely looked at in experimental
searches. This section also covers certain theories beyond the Standard Model (BSM) which
allow final states with two leptons of different flavours due to LFV. These particular theories are
usually additions to the SM rather than fully independent models. The choice of these models
is motivated by the different expected signal shapes that they produce, as well as by already
existing searches to make the results of this thesis comparable.

The introduction to the SM will mostly be based on "Introduction to Elementary Particles" by
David Griffith [2]. Quantities coming from measurements, like particle masses or lifetimes, are
taken from "The Review of Particle Physics" in its latest version [3].

Throughout this thesis, the unit system commonly employed in particle physics will be used.
Energies will be given in terms of electron volts (1 eV = 1.60218 · 10−19 J). Planck’s constant
(h̄ = 6.58212 · 10−22 MeV s) and the speed of light (c = 2.99792 · 108m/s) are set to 1. Thus,
properties like the momentum or the mass of a particle are also given in the unit of eV. The
electric charge will be given in terms of the elementary charge (e = 1.60218 · 10−19 C).

2.1 The Standard Model of Particle Physics

The Standard Model (SM) of particle physics describes the fundamental particles that we know of
today and the interactions between them. Fundamental, in this context, means that it is assumed
that such particles are not a composition of particles. The present form of the SM dates back to
the 1960’s when the latest addition, the Higgs boson, was added to the particle zoo [4–6] as a
possible explanation on how masses are created in the Standard Model. It was first observed at
the LHC by the CMS and the ATLAS experiments in 20121 [7, 8]. The SM content can be divided
into two groups: fermions, with half-integer spin, and bosons, with integer spin. The bosons are
mediators of the interactions between the particles whereas fermions build up the matter in our
universe.

The group of fermions is made up of 12 distinct particles, namely six quarks and six leptons.
The leptons can be further grouped by their electric charge Q and their lepton family number,
also called lepton flavour, L. The charged leptons are the electron e, muon µ and tau τ with
their uncharged electron neutrino νe, muon neutrino νµ and tau neutrino ντ. The grouping of

1More information about these experiments can be found in Chapter 3
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2. Theoretical Foundation

a charged lepton with its corresponding same-flavour neutrino is also called generation. The
leptons can be seen in Table 2.1.

Table 2.1.: The three lepton generations of the SM with their corresponding charge Q, lepton number L
and masses. (Values taken from [3])

particle Q (e) L f amily mass
e −1 Le = 1, Lµ =Lτ = 0 ≈ 0.511 MeV
νe 0 Le = 1, Lµ =Lτ = 0 < 1.1 eV
µ −1 Lµ = 1, Le =Lτ = 0 ≈ 105.66 MeV
νµ 0 Lµ = 1, Le =Lτ = 0 < 0.19 MeV
τ −1 Lτ = 1, Le =Lµ = 0 ≈ 1776.86 MeV
ντ 0 Lτ = 1, Le =Lµ = 0 < 18.2 MeV

The quarks can also be divided into three generations. The first generation contains the d (down)
and the u quark (up). The s (strange) and the c quark (charm) are part of the second generation
while the b (bottom) and the t quark (top) quark define the third generation. The d, s and b quark
carry an electric charge of − 1

3 e whereas the u, s and t carry 2
3 e. The properties of the quarks

are summarized in Table 2.2. Unlike leptons, quarks carry a colour charge and take part in the
strong interaction, mediated by the gluon g.

Fermions that carry an electric charge participate in the electromagnetic interaction via the
photon γ as a mediator. Furthermore, all fermions take part in the weak interaction via its
corresponding mediators, the W± and Z bosons. The interaction of the particles with the Higgs
field via the Higgs boson creates the masses in the SM. The photon and the gluon do not interact
with the Higgs field and therefore do not carry any mass. The bosons of the Standard Model
with their corresponding masses can be found in Table 2.3.

Table 2.2.: The three quark generations of the SM with their corresponding charges Q and masses. (Values
taken from [3])

particle Q (e) mass
up (u) 2/3 ≈ 2.3 MeV
down (d) −1/3 ≈ 4.8 MeV
charm (c) 2/3 ≈ 1275 MeV
strange (s) −1/3 ≈ 95 MeV
top (t) 2/3 ≈ 173200 MeV
bottom (b) −1/3 ≈ 4180 MeV

Each particle in the SM has its corresponding anti-particle, which carries the same mass but
opposite charges. In the SM, there is no mechanism to give mass to neutrinos, which also
means that the lepton numbers are assumed to be conserved. But the observation of neutrino
oscillations shows that neutrinos carry a non-zero mass indicating that the lepton flavour number
conservation is in fact violated [9–12]. This is a strong motivation for the search for lepton
flavour violating processes as well as to look for possible extensions to the SM to explain the
observations.

The SM is constructed as a quantum field theory (QFT) where the particles mentioned above

14



2.1. The Standard Model of Particle Physics

Table 2.3.: The different bosons of the Standard Model as the mediating particles with their electric charge
and their masses. (Values taken from [3])

Boson Q (e) mass
photon γ 0 0
gluon g 0 0
W± ±1 ≈ 80.4 GeV
Z 0 ≈ 91.2 GeV
Higgs H 0 ≈ 125.7 GeV

are quanta of their corresponding quantum fields. The underlying structure is a gauge theory
with the groups SU(3)C × SU(2)L × U(1)Y with the colour charge C, weak isospin L and
weak hypercharge Y. An invariance under a local gauge transformation then gives rise to a
corresponding interaction in this formalism.

SU(2)L × U(1)Y are the unification of the weak and the electromagnetic interaction. It contains
four massive fields, of which two are charged, the W1 and W2, and two are neutral, the W3 and
B. These fields combine as linear combinations to the gauge fields:

A = B cos(θw) + W3 sin(θw,) (2.1)

Z = −B sin(θw) + W3 cos(θw), (2.2)

W± =
1√
2
(W1 ∓ iW2). (2.3)

The field A corresponds to the electromagnetic field and gives rise to the photon γ while Z
and W± are the weak bosons as they appear in nature. They as well take part in the weak
interaction and therefore couple to themselves. The appearance of the gauge fields through
linear combinations is the consequence of something called spontaneous symmetry breaking. To
give particles masses in the SM, Brout, Englert and Higgs as well as Guralnik, Hagen and Kibble
proposed the addition of a scalar field ϕ, the Higgs field [4–6]. The ground vacuum state of
this field does not share the same symmetry as the underlying Lagrangian, thus breaking the
symmetry. The interaction of the corresponding spin-0 Higgs boson then solves the problem of
the existence of heavy bosons and massive fermions whereas the gluon and the photon do not
interact with the Higgs field and therefore stay massless.

SU(3)C corresponds to quantum chromodynamics (QCD), where the invariance gives rise to
the gluon. Since it carries a colour charge, it interacts with itself. The coupling αs of the strong
interaction increases as the interacting particles get further apart. This leads to a rise in the
energy of the system to a point at which new quark-antiquark pairs are created. As a result of
this effect called confinement, only colourless particle combinations are stable, meaning that no
free quarks appear in nature. At very short distances, αs decreases for increasing momenta and
quarks behave similarly to free particles, e.g. at hadron colliders.

Calculations of cross sections σ of SM processes are usually done using perturbation theory. The
first order value of the perturbation series, also called leading-order (LO), of the corresponding
coupling usually dominates the calculation. Continuing to higher orders (next-to-leading order
(NLO), next-to-next-to-leading order (NNLO),...) adds corrections to the LO calculation. In Feynman
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calculus, this is equivalent to adding more Feynman diagrams containing additional higher-order
contributions to the process.

2.1.1 Parton Distribution Function

As this thesis uses experimental data from proton-proton collisions, the colliding particles are
not of fundamental nature but a composition of quarks. The constituents of the proton take part
in deep inelastic scattering and do not carry the full beam energy Ebeam. Thus, the center-of-mass
energy of such a collision of two so called partons (quarks or gluons) is:

√
ŝ =

√
x1x2s, (2.4)

with s being the center-of-mass energy(
√

s = 2Ebeam) of the proton-proton collision and x1 and x2
are the momentum fractions of the partons. This also means that the initial energy of the parton
is not known. To still have a theoretical description of the process one uses the probability that
a parton carries a fraction x of the available momentum at the momentum scale Q2. The cross
section for a hard process, a process of high momentum transfer at the high energy regime where
quarks can be approximated as free particles, and can be calculated by [13, 14]:

σ(P1, P2) = ∑
i,j

∫ 1

0
dx1

∫ 1

0
dx2 fi(x1, Q2, µF) f j(x2, Q2, µF)σ̂i,j(x1P1, x2P2, Q2, αs(µR)). (2.5)

It sums over all initial parton states (i, j) and integrates over the parton distribution function
(PDF) fi,j, which describes the probability to obtain a parton at a momentum scale Q2 with
a certain momentum fraction x, and the parton-level-cross section σ̂. P1 and P2 indicate the
four momenta of the initial hadrons. To avoid ultraviolet divergences due to loop integration
and infrared divergences, arising in the amplitude calculation when massless particles radiate
additional massless particles, the PDF additionally depends on the factorization scale µF and the
renormalization scale µR.

The PDF dependency on the variable x can not be determined from theory itself and thus needs
to be derived from data. Multiple measurements from different experiments like HERA [15] and
LHC [16–18] are combined from different groups to provide an accurate description of the PDF,
some of which use modern deep neural network approaches for higher accuracy [19]. One issue
with the latter approach is a lack of data in the very high energy regime. As the neural network
needs a significant amount of data in the specific region to offer an accurate description, neural
network driven PDF sets have shown some issues with unphysical (e.g. negative cross sections)
for high energies [20].

2.2 Sphaleron as Non-perturbative Effects in the Electroweak Sector

As mentioned in the last section, calculations in the SM are mostly done using perturbation
theory. But additionally, a quantum field theory can also contain non-perturbative effects. In the
electroweak sector, one of these effects predicts a violation of the Baryon and the Lepton number.
This effect was first described in 1975 which predicts a new particle called instaton [21].
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A simplified version of the electroweak Lagrangian is [22]:

L = −1
2

Tr[FµνFµν] +
1
2
(DµΦ)†DµΦ − λ

4
(Φ†Φ − v2)2 + iψ̄(i)

L γµDµψ
(i)
L , (2.6)

with

Fa
µν = Fa

µν
σa

2
= ∂µ Aν − ∂ν Aµ − ig

[
Aµ, Aν

]
, (2.7)

DµΦ = ∂µΦ − igAµΦ, (2.8)

Dµψ
(j)
L = ∂µψ

(j)
L − igAµψ

(j)
L , (2.9)

where Aµ(x) = Aa
µ

σa

2 . Aa
µ are the SU(2) weak interaction gauge fields with a = 1, 2, 3 and σa are

the three Pauli matrices. Φ(x) is the doublet Higgs field and ψ
(j)
L are the left-handed fermion

doublets with j = 1, 2, ..., 12. Classically, this produces 12 conserved U(1) currents J(j)µ, but a
presence of an anomaly breaks this conservation:

∂µ J(j)µ =
g2

16π2 Tr
[

Fµν F̃µν
]

. (2.10)

Here, F̃µν = 1
2 ϵµνλγFλγ [21]. With the instaton solution one can define:

N =
g2

16π2

∫
d4xTr

[
Fµν F̃µν

]
, (2.11)

where N is often called the Chern-Simons-Number (CS) or NCS. For the instaton, this number is an
integer and describes the tunnelling from one potential minimum to another minimum with a
change ∆N of the CS number. A change in the CS number thus leads to a change in the lepton
number L of

∆Ne = ∆Nµ = ∆Nτ = ∆N (2.12)

and a change in the baryon number B by

∆B = 3∆N (2.13)

as each quark has B = 1
3 times a factor of three for the existing families and the three colours. As

the electric charge is still conserved, the final changes can be written as:

∆(B + L) = 6∆N, (2.14)
∆(B − L) = 0. (2.15)

Another possible solution is called the sphaleron [23–25], which describes a static, unstable
solution not tunnelling through the potential barrier. The sphaleron therefore describes the
peak of the potential. A transition like this can be modelled by a one-dimensional Schrödinger
equation [22] (

− 1
2m

∂2

∂Q2 + V(Q)

)
ψ(Q) = Eψ(Q), (2.16)
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where Q = µ/mW is used to redefine the CS number to µ/π. µ is a number defined by
Nµ = µ − sin(2µ)/2 and m corresponds to an effective mass parameter and mW to the W boson
mass. This parametrization leads to an effective potential of [22]:

V(Q) ≃ 4.75 TeV
(

1.31 sin2(mW Q) + 0.60 sin4(mW Q)
)

, (2.17)

with

Esph = max [V(Q)] = V
(

π

2mW

)
= 9.11 TeV. (2.18)

The potential V(Q) can be seen in Figure 2.1. It shows the periodic structure of the potential
with its maxima, corresponding to the sphaleron, at N = µ/π + 1/2 with a height of Esph =

V
(

π
2mW

)
= 1.91 · 4.75 TeV ≈ 9 TeV. This periodic nature of the Cherm-Simons potential leads to a

reduced suppression of the production cross section at energies < Esph with no suppression at
all at energies ≥ Esph [26]. This opens up the opportunity to observe sphaleron transitions with
colliders like the LHC. With a change in the CS number of −1, a sphaleron process induced by
parton scattering would create a high multiplicity final state:

qq → ℓ̄e ℓ̄µ ℓ̄τ q̄q̄q̄q̄q̄q̄q̄ + X, (2.19)

with one anti-lepton for each generation and nine anti-quarks, one for each generation and colour.
Two anti-quarks annihilate with the two initial quarks, leaving only seven anti-quarks in the
final state plus an undefined number of particles X. These particles fulfil B = L = 0, and carry
a certain electric charge such that the electric charge is conserved in the process. A specific
∆N = +1 process could be:

u + u → νeµ
−τ−tbbcscduu + uu + X, (2.20)

resulting in a lepton flavour violating final state of a µ and a τ plus additional particles.

Figure 2.1.: Potential V(Q) of the sphaleron process with an Esph = 9 TeV, corresponding to the barrier
height of the potential. The maxima of the potential are at µ

π = 1
2 , 3

2 , 5
2 , ... (taken from [22]).

The cross section of a sphaleron process at the LHC can be described by the parametrization
[26]:

σ(∆NCS = ±1) =
p

m2
W

∑
ab

∫
dE

dLab
dE

exp
(

c
4π

αW
S(E)

)
, (2.21)
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where dLab
dE is defined as:

dLab
dE

=
2E

E2
CM

∫ −ln
√

τ

ln
√

τ
dy fa

(√
τey) fb

(√
τe−y

)
, (2.22)

with the parton distribution function f (x) of the colliding quarks (a,b) at the momentum fraction
x. The variable τ is defined as E2/E2

CM with ECM being the center-of-mass energy and αW is the
weak coupling constant and c ≈ 2. Moreover, S(E) is defined as:

S(E) = (1 − a)Ê + aÊ2 − 1, (2.23)

for 0 ≤ Ê ≤ 1 with Ê ≡ E
ESph

and a = −0.005. For Ê > 1, S(E) = 0, describing the suppression of
the sphaleron production for energies smaller than Esph. The parameter p is called pre-exponential
factor and is unknown. It can be understood as the ratio of produced sphalerons compared to all
final states of the proton-proton collision.
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2. Theoretical Foundation

2.3 Beyond the Standard Model

Even though the Standard Model provides an extensive description of our world and has been
tested to tremendous precision so far, there are multiple phenomena that can not be explained by
the SM in its current form.

One observation that is not in agreement with the Standard Model has been already mentioned
in Section 2.1, namely the findings of neutrino oscillations, which point to a violation of the
lepton flavour number conservation.

Additionally, in the SM, it is assumed that the gauge coupling of the three different lepton
generations is the same which is called lepton universality. Measurements from BABAR [27, 28],
Belle [29–31] and LHCb [32–34] show tension in the Standard Model prediction of the ratio of
the decay rates of B-hadrons into D-mesons [35]. The average measurement over the three
experiments shows a deviation of 3.3σ compared to the Standard Model calculation. Adding new
measurements from LHCb [36, 37], a new preliminary result of this average updated this value to
3.2σ. Previous measurements by the LHCb experiment of the decay rate ratio of B-hadrons into
K-mesons have shown similar tensions [38, 39] but the latest updated results, containing data
taken between 2011 and 2018, are consistent with the SM prediction with a maximum difference
of 1σ [40].

Another problem that so far is not understood is the so called hierarchy problem of the Standard
Model. It raises the question of why the gravitational force is much weaker than, for example, the
weak force. It is actually expected that the Higgs mass lies close to the Planck mass (O(1019)GeV)
instead of 125 GeV. This is solved by additional loop diagrams that lead to cancellations but
involves the usage of specifically tuned parameters (fine-tuning).

To conquer these, and other, problems of the Standard Model, many additions to the SM, so
called Beyond the Standard Model (BSM) theories have been developed. The following subsections
will cover the three used examples in this thesis that lead to a final state with two charged leptons
of different flavours under the assumption of lepton flavour violation.

2.3.1 Sequential Standard Model (SSM)

One possible extension to the Standard Model is the addition of an extra U(1) gauge symmetry
which leads to the creation of a neutral massive vector boson often called Z’ [41]. Various different
models can predict the production of this type of particle.

In most searches, the Sequential Standard Model (SSM) is chosen as a benchmark model to
test for the existence of the Z’ [42]. In this scenario, the new heavy vector boson has the same
properties as the SM Z partner except for its mass, that can result in a resonant production of the
vector boson. In this thesis, the coupling κij (ij stands for the different lepton flavours) is also
modified allowing only charged lepton flavour violating decays. For each channel, κ is set to 1

for the combination of leptons looked at (eµ, eτ and µτ) and to 0 for the others. Regarding the
production, all quark flavour combinations that are in agreement with the conservation laws
known from the SM are allowed. Figure 2.2 shows the production of the Z’ boson and the decay
into a pair of leptons via lepton flavour violation.

The branching ratio B into the leptonic channels is set to 10% and is assumed to stay constant
over the whole mass range with a decay width of ≈ 3% · MZ′ , similar to the SM Z.
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2.3. Beyond the Standard Model

Figure 2.2.: Feynman diagram of the production of an SSM massive vector boson Z’ decaying via lepton
flavour violation into a pair of leptons of different flavour.

2.3.2 R-parity violating Supersymmetry (RPV)

Instead of adding only one partner to a SM particle in the SSM, in the Minimal Supersymmetric
Standard Model (MSSM) each Standard Model particle gets its supersymmetric partner [43].
Supersymmetry (SUSY) can solve multiple problems with the SM, including the hierarchy
problem and the existence of dark matter. This is one of the reasons that supersymmetry became
a famous and promising addition to the SM, especially prior to the data taking at the LHC.

As mentioned above, in the MSSM each SM particle gets its own supersymmetric partner
creating a spin symmetry. This means that each half integer spin particle has an integer spin
supersymmetric partner and each integer spin particle a half integer partner. Therefore, each
SM fermion has a bosonic SUSY partner and vice versa. Supersymmetric partner particles of
the fermions are usually called sparticles, while the partners of the bosons end with "ino" (e.g.
Gluino).

Since no sparticle has been observed to date, it can be assumed that SUSY is actually a broken
symmetry as the masses of the SUSY partners seem to differ significantly from the SM particles.

Usually, in the most general and renormalizable supersymmetric models a problem arises as
they introduce interactions that violate the lepton number as well as the baryon number [43].
The latter would open up the possible decay of the proton which is strongly constrained by
experimental measurements [3]. This is solved by introducing a new symmetry called R-parity
which eliminates the violating terms:

R = (−1)3(B−L)+2s (2.24)

with s being the spin of the particle, B being the baryon and L being the lepton number. This
thesis assumes that the R-parity actually is not conserved which leads to R-parity violation (RPV).
This creates three different couplings in the MSSM superpotential, namely λ, λ′ and λ′′. λ and λ′

lead to the violation of the lepton number, whereas the λ′′ coupling introduces baryon number
violation to the superpotential. To ensure the stability of the proton, the introduction of a discrete
symmetry called Baryon Triality Symmetry B3 [44] is used, cancelling out the λ′′ terms, leading to
the final trilinear part of the superpotential [45]:

WRPV =
1
2

λijkLiLjĒk + λ′
ijkLiQjD̄k, (2.25)
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where i,j and k describe the generation of the particles, L and Q are the doublet superfields of
the leptons and quarks and Ēk and D̄k are the singlet superfields of the charged leptons and
down-type quarks.

For simplicity and comparability to earlier analyses, the RPV SUSY model used in this thesis
allows the resonant, lepton flavour violating production of a single sparticle from SM particles via
the λ′

ijk coupling by down-type quarks. The produced sparticle is the τ sneutrino, as it provides a
valid candidate for the lightest supersymmetric particle (LSP) [46]. Thus, the produced sparticle
can only decay into SM particles, either into leptons via the λi3k coupling or into quarks via
λ′

i3k. Additionally, to be comparable with [47], λi3k and λk3i are assumed to be the same for
all leptons and that the τ sneutrino decays promptly. All other RPV couplings are assumed to
vanish. A Feynman diagram of this τ sneutrino production and the subsequent decay can be
seen in Figure 2.3.

Figure 2.3.: Feynman diagram of the production of a τ sneutrino from two down quarks via λ′
311 with a

decay into a lepton pair of different flavour via λi3k.

Using the narrow-width approximation2, the cross section times branching ratio scales with the
couplings [48]:

σ(pp → ν̃τ)×B(ν̃τ → ℓiℓk) ∝
(λ′

311)
2
(
(λi3k)

2 + (λk3i)
2
)

3(λ′
311)

2 +
(
(λi3k)

2 + (λk3i)
2
) . (2.26)

2.3.3 Quantum Black Holes (QBH)

Another way to extend the SM is to allow the production of black holes at hadron colliders.
Trying to unify electromagnetism with gravity, which is described by General Relativity, Kaluza
and Klein added an additional spatial dimension to the four dimensional space-time [49]. The
addition of extra dimensions creates the opportunity of observable quantum gravity effects. For
example, Arkani-Hamed, Dimopoulos, Dvali and Kaloper developed a model (ADD) which
contains n > 1 compact extra dimensions with radii R of ∼ 1 mm [50]. This leads to the reduction
of the Planck Scale MP to the reduced Planck Scale MD ∼ 1( TeV), where the classical Planck
scale represents the strength of gravity observed in three spatial dimensions [51].

2The narrow-width approximation assumes, that the width of the decays is negligible compared to the detector
resolution (see Section 5.4.2).
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A Planck scale of the order of MD opens up the production of black holes at hadron colliders if
the energy is greater than the gravity scale. For

√
s ≫ MP, they are described as semi-classical

black holes. If the impact parameter is smaller than the Schwarzschild radius rS, the production
cross section of such black holes follows σ ∼ πr2

S [52]. These black holes create final states of
high multiplicity by Hawking radiation. As it would need multiple MD to produce semi-classical
black holes and only a fraction of the initial energy is available for the scattering partons, the
PDF is falling fast and an observation of these types of black holes at the LHC is considered
unlikely [52, 53].

Instead, quantum black holes (QBH) can be produced at scales around MD and are expected to
have final states of low multiplicity (two or three particles in the final state) [54]. The ADD
model predicts the production of QBH under the assumption of n ≥ 2 with M2

P ∼ rn
n Mn+2

D(4+n),
where MD(4+n) is the reduced Planck scale with n extra dimensions and rn is the size of the
extra dimensions [50]. For n = 2, the size is ∼ 1 mm. By assuming that QBH behave similar
to semi-classical black holes with vanishing significance of radiation the cross section of QBH
production at proton-proton collisions can be written as [54]:

σpp =
∫ 1

0
2zdz

∫ 1

(xmin MD)2

y(z)2s

du
∫ 1

u

dv
v

× F(n)πr2
s (us, n, MD)∑

i,j
fi(v, Q) f j(u/v, Q), (2.27)

with z = b/bmax, xmin = MBH,min/MD and F(n) and y(z) being additional factors coming from
the calculation of classical black holes at high energy collisions [55]. Their values are calculated
in [56]. fi and f j are again the parton distribution functions with momentum fractions u and v
and momentum transfer Q. The Schwarzschild radius rs is given by:

rs(us, n, MD) = k(n)M−1
D
[√

us/MD
]1/(1+n) , (2.28)

with

k(n) =
[

2n√π
n−3 Γ(3 + n)/2

2 + n

]1/(1+n)

. (2.29)

As mentioned before, a similar behaviour of the QBH compared to the semi-classical black
hole is assumed for this calculation. MBH,min is then the minimal black hole mass at which this
extrapolation holds.

A diagram of the QBH production with a final state of exclusively two charged leptons with
different flavour can be seen in Figure 2.4.

Figure 2.4.: Diagram of the production of a quantum black hole from two up quarks which then decays
into a lepton pair of different flavour.
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2.4 Existing Limits on Charged Lepton flavour Violation

The search for charged lepton flavour violation has a long history in experiments as the underlying
conservation results from an assumption that neutrinos are massless. Additionally, as shown
before, even calculations in the framework of the SM can lead to LFV processes. This section
summarizes some of the searches for charged LFV and their experimental results using [3]
and [57] as guidelines.

2.4.1 Muon transitions

The main transitions for lepton flavour violation in muon decays are µ+ → e+γ, µ+ → e+e−e+

and µ−N → e−N, where the latter describes the muon conversion in the presence of a nucleus
N:

• µ+ → e+γ: The best limit on the branching ratio (B) is set at B(µ+ → e+γ) < 4.2 × 10−13

at a confidence level of 90% by the MEG experiment [58]. Future updates are expected to
push this limit below O(10−14) [59].

• µ+ → e+e−e+: The SINDRUM experiment set a limit to the branching ratio at B(µ+ →
e+e−e+) < 1.0 × 10−12 [60]. The future Mu3e experiment plans to exclude branching
fractions above O(10−16) [61].

• µ−N → e−N: In the search for the muon conversion into an electron, an experimental
bound is set on the conversion rate compared to the regular muon capture:

Rµe =
Γ(µ− + N(A, Z) → e− + N(A, Z))
Γ(µ− + N(A, Z) → all captures)

(2.30)

with A and Z being the mass and the atomic number of the target nucleus, respectively.

The current limit is set at Rµe < 7 × 10−13 at 90% CL by the SINDRUM-II experiment [62].
The Mu2e experiment, currently in construction, plans to reach a sensitivity of ≈ 3 × 10−13

[63] while the COMET collaboration aims for O(10−15) [64].

2.4.2 Tau Flavour Violation at Low Masses

The upper limits on the branching fractions of lepton flavour violation including a tau (e.g.
B(τ → µ−µ+µ−) or B(τ → e−π0)) are mainly coming from the BaBar experiment [65–70], the
Belle experiment [71–79] and the LHCb experiment [80, 81] and are of the order of 10−8 to 10−7

at 90 % CL. Future upgraded detectors at the LHC at 14 TeV are expected to reach a sensitivity of
O(10−9) for the τ− → µ−µ+µ− branching fraction [82–84].

2.4.3 High Energy Searches

Searches at the high energy regime include Z and Higgs boson decays as well as top decays and
BSM searches:

• Z boson: Lepton flavour violating Z boson decays have been looked for at LEP [85, 86] and
the ATLAS experiment [87–89]. The limit on the branching ratio B(Z → ℓℓ′) was set at
0.75 − 5.0 × 10−6 for the eµ, eτ and µτ final states at 95 % confidence level.
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• Higgs boson: The LFV decay of the Higgs boson into lepton pairs has been looked at by
the CMS collaboration for the eτ and µτ final state and the ATLAS collaboration for the
eµ final state. The limit for the eµ channel has been set at B(H → eµ) < 6.1 × 10−5 [90], at
B(H → eτ) < 2.2 × 10−3 for the eτ channel and B(H → µτ) < 1.5 × 10−3 [91] for the µτ
channel at 95 % CL, using full Run 2 data.

• top quark: The CMS collaboration has set limits on the t → uµe and t → cµe channels at
the order of 10−7 and 10−6 at 95 % CL [92].

• BSM searches: Direct searches for the Z’ at the LHC have set upper limits at 95 % CL in the
mass of the new heavy boson for the eµ channel by the CMS collaboration at 4.4 TeV [93]
and for the eµ, eτ and µτ channel by the ATLAS collaboration at 4.5 TeV, 3.7 TeV and
3.5 TeV [47], respectively.

Searches for Quantum Black Holds of both collaborations set upper limits at 95 % CL on
the threshold mass for n = 4, in the eµ channel at 5.3 TeV [93] and, for n = 6, at 5.6, 4.9 and
4.5 TeV for all three channels.

Additionally, upper limits at 95 % CL on the mass of the tau sneutrino for the RPV
SUSY model were set by the CMS collaboration at 1.7 TeV, for λ = λ′ = 0.01, for the eµ
channel [93]. The ATLAS collaboration sets limits at 3.4, 2.9 and 2.6 TeV, for λ′

311 = 0.11
and λ = 0.07, at 95 % CL for the eµ, eτ and µτ final state [47].

• Sphaleron: A high-multiplicity search from the CMS collaboration has set an upper limit on
the pre-exponential factor of the sphaleron production at 0.021 at 95 % CL for a sphaleron
energy of ESph = 9 TeV [94].
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3 Experimental Setup

3.1 Large Hadron Collider

The Large Hadron Collider (LHC) is a particle collider located at the European Organization for
Nuclear Research (CERN1) between Lake Geneva in Switzerland and the French Jura mountains
[95]. It is built inside the tunnel of the discontinued Large Electron-Positron (LEP) collider
with a circumference of about 26.7 km at a depth of 50 to 175 m below the surface [96]. It is
designed for proton-proton collisions with a beam energy of 7 TeV per nucleus, resulting in a
center-of-mass energy of 14 TeV, and for heavy ion collisions with a beam energy of 2.76 TeV per
nucleon, yielding a center-of-mass energy of 1.15 PeV for Pb-Pb collisions.

To reach these energies, the LHC relies on a chain of multiple accelerators. Until November 2018,
the injected protons started at the Linear Accelerator 2 (Linac2), which accelerated particles to
an energy of up to 50 GeV. After reaching that energy, they pass the Booster and the Proton
Synchrotron (PS) where they reach energies up to 25 GeV. The last step in the chain, before the
proton bunches get injected into the LHC, is the Super Proton Synchrotron (SPS). After passing
this pre-accelerator, the proton bunches reach an energy of up to 450 GeV. They are then injected
into the LHC where they reach their final energy of up to 7 TeV.

The first full data taking period at the LHC took part from the years 2009 to 2013 and is called
Run 1, running at a center-of-mass energy of 7 TeV. In the following run period, Run 2, the beam
energy was risen to 6.5 TeV, resulting in a center-of-mass energy of 13 TeV.

Around the LHC ring, four experiments are installed at the collision points of the accelerator.
Firstly, there are two "general purpose" detectors which are designed to cover a wide range of
measured particles and tested processes: the A Toroidal LHC ApparatuS (ATLAS) [97] and
the Compact Muon Solenoid (CMS) detector [98]. The latter will be discussed in more detail
in the following section. The other two are the A Large Ion Collider Experiment (ALICE)
detector [99], which main focus lies on the measurements in connection with the strong force
using collisions of heavy irons, and LHCb [100], an experiment dedicated to rare B decays and
measurements of CP violation.

The whole accelerator complex located at CERN with the different facilities can be seen in 3.1.

1The acronym "CERN" originates from the french name "Conseil européen pour la recherche nucléaire" of the
founding council of the organization
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Figure 3.1.: Overview of the whole accelerator complex located at CERN. Taken from [101]
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3.2. Compact Muon Solenoid

3.2 Compact Muon Solenoid

Located 100 m below the surface close to the French village Cessy, the CMS detector, shown in
Figure 3.2, weights 12, 500 t and measures 21.6 m in length with a diameter of 14.6 m.

As a "general-purpose" detector, the CMS is built to reconstruct all standard model particles
except only weakly interacting neutral particles. To accomplish this, it is made up of multiple
subdetectors with different purposes which, in combination, provide a nearly full picture of
the constituents of the produced particles or their decay products during the proton-proton
collisions.

This section will describe the CMS layout with its different subdetectors as well as relevant
upgrades made during the Run 2 period of the LHC and is mostly based on [98].

3.2.1 General Concept

The detector has a cylindrical "onion like" layout, which means that the single subcomponents
are built in different layers around the collision point in the center of the CMS. An overview of
the layout of the CMS detector can be seen in Figure 3.2.

SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000 A

PRESHOWER
Silicon strips ~16 m2 ~137,000 channels

SILICON TRACKERS

MUON CHAMBERS
Barrel: 250 Drift Tube, 480 Resistive Plate Chambers
Endcaps: 540 Cathode Strip, 576 Resistive Plate Chambers

FORWARD CALORIMETER
Steel + Quartz fibres ~2,000 Channels

STEEL RETURN YOKE
12,500 tonnes

HADRON CALORIMETER (HCAL)
Brass + Plastic scintillator ~7,000 channels

CRYSTAL 
ELECTROMAGNETIC
CALORIMETER (ECAL)
~76,000 scintillating PbWO4 crystals

Total weight
Overall diameter
Overall length
Magnetic field

: 14,000 tonnes
: 15.0 m
: 28.7 m
: 3.8 T

CMS DETECTOR

Pixel (100x150 μm2) ~1.9 m2 ~124M channels
Microstrips (80–180 μm) ~200 m2 ~9.6M channels

Figure 3.2.: Schematic view of the CMS detector, showing the "onion like" structure with the beam pipe in
the center and the different detector parts following around it. Taken from [102]

Due to its shape, the detector can be divided into one Barrel region and two Endcap regions
which cover the forward region of the beam pipes. Most detector parts lie inside the solenoid
magnet. Only the muon system is located outside the magnet. Therefore, it is the outer layer of
the detector.
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To describe the measured objects and their position in space, the CMS experiment adopted a
coordinate system with its center lying in the nominal collision point. The x-axis points inward
into the center of the LHC ring whereas the y-axis points upwards to the surface. The z-axis
points along the beam pipes in the direction of the Jura mountains.

Due to its cylindrical shape, it is helpful to use angular coordinates. The azimuthal angle ϕ lies
in the x-y plane and is measured from the x-axis while the polar angle θ is measured from the
z-axis. The radial component r also lies in the x-y plane.

Using the polar angle θ, one can define the pseudorapidity η as:

η = −ln
(

tan
(

θ

2

))
. (3.1)

For particles with a momentum much greater than its mass the pseudorapidity is approximately
the rapidity2. One of its benefits is that the angular distance of two particles can be described
as:

∆R =

√
∆ϕ2 + ∆η2. (3.2)

Assuming that p ≫ m, the distance ∆R is invariant under a Lorentz boost.

In this coordinate system, the momentum transverse to the direction of the beam is called
transverse momentum pT:

pT =
√

p2
x + p2

y. (3.3)

3.2.2 Superconducting Magnet

The magnet inside the CMS detector has a length of 12.5 m and a diameter of 6.3 m. A current of
18 kA creates a magnetic field of 3.8 T. The cables are made of Niobium-Titanium (NbTi) which
are reinforced with aluminium. They operate at a temperature of about 4.5 K, using helium as a
cooling agent for the NbTi to perform as a superconductor.

The cold mass of the magnet is 220 t with a stored energy of 2.6 GJ.

The iron return yoke outside of the solenoid has a total mass of 10, 000 t and guides the magnetic
field and additionally serves as a support structure for the muon system.

The main purpose of the solenoid is to create a magnetic field which bends the trajectory
of charged particles in the detector to provide high resolution of the transverse momentum
measurement and allows the distinction between charged and neutral particles.

3.2.3 Tracker System

With a length of 5.8 m and a diameter of 2.5 m, the tracking system is the first detector part of
the CMS, built directly around the interaction point. Its purpose is to measure the trajectory of
charged particles with a pT > 1 GeV in a pseudorapidity range of |η| < 2.5 as well as secondary
vertices from the collision. Together with other detector parts it plays an important role in the
reconstruction and identification of leptonic and hadronic particles.

A sketch of the original tracker layout can be seen in Figure 3.3.

2"Rapidity" is the "relativistic velocity" which, at colliders, is defined as y = 1
2 ln E+pZ

E−pz
[3]
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Figure 3.3.: Schematic view of the layout of the tracker system. The pixel detector is shown closest to the
beam pipe, which is located at r = 0 mm, surrounded by different parts of the silicon tracker. Taken
from [98]

Pixel Detector

The innermost part of the tracker system is the pixel detector. The original design consists of
three cylindrical layers respectively placed at radii of 4.4, 7.3 and 10.2 cm around the interaction
point building the Barrel. Additionally, two discs of pixel modules cover the Endcaps of the pixel
detector at z = ±34.5 and z = ±46.5 cm.

The pixel detector covers an area of about 1 m2 with roughly 66 million single pixels of a size of
100 × 150 µm2. In total, 1440 pixel modules are built into the tracker system which provides a
spatial resolution of 15 − 20 µm. The main purpose of the pixel detector is the reconstruction of
primary and secondary vertices and to build seeding tracks for particle reconstruction.

During the technical stop from the end of 2016 to the beginning of 2017, the pixel detector of the
tracker system was updated to withstand the higher pileup and deliver more robust tracking
under those more difficult circumstances [103]. The upgraded Phase-1 tracker system is expected
to perform on this level until the end of Run 3, when the whole tracker system will receive an
update to be used for the high luminosity LHC. A comparison of the pixel tracker before and
after the upgrade can be seen in Figure 3.4.

The update also included the addition of an extra layer in the Barrel as well as in the Endcaps
for higher precision of the measurement. Additionally, the first layer was moved closer to the
interaction point. This upgrade delivered a positional resolution of 9.5 µm in the r − ϕ and
22.2 µm in the z direction, and a four-hit coverage up to |η| = 2.5 [103].

Silicon Strip Tracker

Outside of the pixel detector, the silicon strip tracker is built in a radius region between 20 to
116 cm. It consists of three different subsystems: the tracker inner Barrel (TIB) and disk (TID),
the tracker outer Barrel (TOB) and Endcaps (TOC), with a total length of about 160 cm.
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Figure 3.4.: Comparison of the pixel tracker before and after the upgrade, showing the added layers in the
Barrel and the forward region of the detector. Taken from [103].

The TIB and TID use four Barrel layers and three Endcap discs with silicon micro strip sensors
of 320 µm thickness. They provide a measurement of the r-ϕ coordinates with a single point
resolution of 23 µm and 35 µm for the Barrel and 100 µm and 141 µm for the Endcaps.

Outside of the inner tracker, the outer Barrel and Endcaps are built out of 6 layers and 9 disks
with up to 7 disks of strip sensors. The single point resolution of the 6 point measurement in the
Barrel is 53 µm for r and 35 µm for ϕ.

Overall, the resolution of the tracker system for high momentum tracks with a pT of 100 GeV is
about 1 − 2 % up to |η| ≈ 1.6, decreasing for higher momenta.

3.2.4 Calorimeters

Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) is installed outside of the tracking detector. Its main
purpose is to measure the energy and position of electrons, photons and the electromagnetic
products of hadronic jets. It is a homogeneous calorimeter made of lead tungstate (PbWO4)
crystals and photomultipliers to measure light emission due to energy deposition. A preshower
detector is installed in front of the Endcaps. A sketch of the ECAL layout can be seen in
Figure 3.5.

With a volume of 8.14 m3 and a weight of 67.4 t, the ECAL Barrel (EB) covers a range of |η| < 1.479
with a number of 61200 crystals with each crystal having a front face cross section of 22× 22 mm2

and a rear face cross section of 26 × 26 mm2. The crystals are assembled into supermodules with
about 1700 crystals each. Avalanche photodiodes (APD) are used to collect the light emitted from
the crystals in the Barrel. With an active area of 5 × 5 mm2, one pair of these APDs is installed
per crystal.

The ECAL Endcaps (EE) cover a range of 1.479 < |η| < 3.0, at a distance of 315.4 cm to the
interaction point. Crystals in units of 5 × 5 (so called "supercrystals" or "SC") are used with a
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3.2. Compact Muon Solenoid

Figure 3.5.: Schematic view of the layout of the electromagnetic calorimeter showing the Barrel and the
Endcap with its modules and crystals. Taken from [98]

front face cross section of 28.62 × 28.62 mm2 and a rear face cross section of 30 × 30 mm2 of a
single crystal. Each EE is divided into two halves, called Dees, which contain 3662 crystals each.
One vacuum phototriode (VPT) is installed per crystal with a diameter of 25 mm and an active
area of ≈ 280 mm2.

High radiation and particle fluxes during the proton-proton collisions lead to ionizing radiation
which may cause absorption bands in the crystals. These lead to a loss of light transmission
which can be tracked and corrected by measuring the transparency of the crystals with a laser
system, since this loss does not change the scintillator mechanism.

The operating temperature lies at 18° Celsius and is kept stable by using a water cooling system.

The energy resolution of the ECAL can be parametrized by

(σ

E

)2
=

(
S√
E

)2

+

(
N
E

)2

+ C2. (3.4)

S describes a stochastic term, covering event-to-event fluctuations within the shower containment,
photostatistic contributions and fluctuations in the preshower absorber energy deposition. N is a
noise term, describing noise coming from electronics, digitization and pileup. The last term, C, is
a constant term, taking into account non-uniformity of the light collection in the longitudinal
direction, intercalibration errors and energy leakage through the crystal back parts. The
parameters were determined by test beam measurements leading to the final energy resolution
parametrization of (σ

E

)2
=

(
2.8 %√

E

)2

+

(
0.12

E

)2

+ (0.3 %)2, (3.5)

where E is in units of GeV.
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Hadron Calorimeter

The hadronic calorimeter (HCAL), built around the ECAL, uses brass absorption layers with
plastic scintillators. The scintillator light is converted by wavelength shifting (WLS) fibres and
was originally detected by hybrid photodiodes (HPDs). The purpose of the HCAL is to measure
the energy deposition of hadronic jets as well as to provide measurements for the calculation of
missing energy in the sum of all measured energy3 (e.g. from neutrinos or exotic new particles).

A sketch of the original layout of the hadronic calorimeter can be seen in Figure 3.6.

Figure 3.6.: Schematic view of the layout of the hadronic calorimeter showing the Barrel (HB), Endcaps
(HE) and forward (HF) region of the HCAL as well as the part reaching outside of the solenoid (HO).
The beam pipe is visible at the bottom of the sketch with the collision point at the left bottom corner.
The dashed lines indicate the η coordinate. Taken from [98]

The HCAL can be divided into four different parts. The central part of the calorimeter is the
hadron Barrel (HB) covering the pseudorapidity range of |η| < 1.3. The HB can be further
divided into two half-Barrels (HB+ and HB-) with a total number of 36 identical parts called
wedges, which contain the detector material.

The inner and the outermost plate of these wedges are made of stainless steel increasing the
overall strength of the system. There are in total 16 η sectors for the plastic scintillators with a
crack size smaller than 2 mm between the wedges. The effective thickness of the HB increases
with the angle θ up to 10.6 interaction lengths at |η| = 1.3. Adding the ECAL material leads to a
total thickness of 11.8 interaction lengths.

The first layer of the HB scintillators is built in front of the steel plates to give the opportunity to
measure the shower in the material between the EB and the HB.

The second part of the HCAL is the hadron Endcaps (HE). They cover a range of 1.3 < |η| < 3, a
region that contains about 34 % of the final state particle content produced during a proton-proton
interaction. The HE brass absorber geometry is built to minimize the crack size between the HB

3This is called "missing transverse momentum, see Section 4.5.
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and the HE as the resolution of hadronic jets is primarily limited by parton fragmentation, pileup
and magnetic field effects. The total effective thickness of the HE is ≈ 10 interaction lengths.

As the stopping power of the EB and the HB combined is not sufficient to contain all hadron
showers in the central η region, an additional calorimeter part was added outside of the solenoid,
called hadron outer calorimeter (HO). The HO extends the HCAL to measure late starting
showers as well as the energy of showers that is deposited after the HB.

As the absorber depth of the HB is minimal at η = 0, the HO has two layers at this position
instead of one. It contains 12 identical ϕ sectors following roughly the same geometry as the
HB.

The last part of the HCAL is the forward hadron calorimeter (HF). It is installed in a region
where the particle fluxes are very high. The average energy deposition per p-p interaction is
760 GeV. Due to this high amount of radiation and energy, quartz fibres were chosen as the active
medium, collecting Cherenkov light emitted by secondary particles.

During the long shutdown 2 (LS2), which started in December 2018 and ended in 2022, the
HCAL was updated. The HPDs were replaced by silicon photomultipliers (SiPMs) which provide
higher light yields and radiation tolerance with better noise levels [104].

For the combination of the EB and HB, the energy resolution was measured to be [105]:

(σ

E

)2
=

(
115.3%√

E

)2

+ (5.5%)2 , (3.6)

where E is in units of GeV.

3.2.5 Muon System

As the name of the experiment already suggests, muon detection plays an important role in CMS.
The main functions of the muon system are the identification of muons, the measurement of their
momentum and the triggering of events with muons. To fulfil this purpose, it uses three different
types of gaseous particle detectors. The layout of the muon system can be seen in Figure 3.7.
To handle the expected high particle fluxes in the forward region expected in Phase-2 of the
LHC, starting in 2026, an additional detector type called gas electron multipliers (GEM) will be
installed in the muon Endcap region. A first station was installed during LS2 and is used during
the data taking of Run 3 [106].

Drift Tube System

In the Barrel region, drift tubes (DT) are installed and cover a range of |η| < 1.2. They are divided
into four cylindrical stations surrounding the inner detector parts. 12 sectors are defined in the
r-ϕ plane, each containing four chambers per wheel. Chambers are made of superlayers (SL),
the smallest independent part of the DT detector containing four layers each. These layers are
made of multiple DT cells. The cells use a gold-plated steel wire in the middle, electrode strips
at the top and at the bottom and cathode strips at each side. They are filled with a mixture of
85 % argon and 15 % carbon dioxide. With a maximum transverse path of 21 mm, the DTs have a
drift time of about 380 ns.
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Figure 3.7.: Sketch of the muon system showing the Barrel stations (MB) with their drift tubes (DT)
and resistive plate chambers (RPC) and the Endcap stations (ME) with the cathode strip chambers
(CSC). The collision point is at z = 0 and r = 0 cm. The dashed lines indicate the η coordinate. Taken
from [107]

The wires of the outer SL are parallel to the beam axis to provide a measurement of the muons
r-ϕ coordinate. The inner SL wires, on the other hand, are orientated orthogonal to the beam axis
to provide a measurement in the z direction. As it is shown in Figure 3.8, a muon originating
from the interaction point passes the first SL, which delivers a ϕ measurement, travels through
the honeycomb plate, enters the inner SL, which provides the z measurement, and, in the end,
reaches the second ϕ measuring SL.

Cathode Strip Chambers

In the Endcap region of the muon system, cathode strip chambers (CSC) are used. They are
multi-wire proportional chambers with six anode wire planes and seven cathode panels. With
each of the chambers covering 10 or 20 degrees, the overlap provides a contiguous coverage
in the range of 0.9 < |η| < 2.4. The position of the CSC in the CMS detector can be seen in
Figure 3.7. The wires are arranged azimuthally and used to measure the radial coordinate of the
track. This is done by interpolating the charges that are induced on the strips which are milled
on the cathode panels. The total number of channels sums up to 468, with 234 chambers in each
Endcap.

Resistive Plate Chambers

In addition to the DT and the CSC, resistive plate chambers (RPC) are used in the Barrel and in
both Endcaps. These gaseous parallel plate detectors combine good spatial and time resolution
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Muon

Figure 3.8.: Sketch of the structure of a drift tube chamber, showing three superlayers and the honeycomb
plate. Adapted from [108]

and provide the capability of measuring the arrival time of an ionizing event. The time needed
to trigger such an event is significantly shorter than the time between a single bunch crossing of
25 ns. Therefore, the RPC can identify the corresponding event for the reconstructed muon track,
being essential for the triggering of muon events.

The RPC use basic double gap modules, with two gaps called "up" and "down", in avalanche
mode. The total signal contains the sum of both single gap signals which provides a better
detector efficiency than using only single gaps. Six RPC layers are installed in the Barrel iron
yoke, where two are in each of the first and second muon stations and another in each of the last
two stations. Having two layers of RPCs in the first stations ensures that the trigger algorithm
can perform the reconstruction always on four layers in an |η| range up to 2.1. The position of
the RPCs can also be seen in Figure 3.7.

The overall resolution of the muon system combined with tracker information was estimated
using cosmic rays. It is about 1 % for muons with a pT of 100 GeV, 2 % for a pT of 200 GeV and
rises up to 6 % for muons with a pT of 1 TeV [109].

3.2.6 Trigger & Data Acquisition

With a bunch crossing frequency of 40 MHz at the LHC and multiple collisions during each
crossing, the amount of data to store the information of all activity would be too big. Therefore,
the data needs to be filtered before it is stored to reduce the rate to the order of 100 Hz. This is
achieved by using a two step trigger system.

The first step is the Level 1 (L1) trigger. It is a custom designed, programmable hardware trigger
that uses input from the calorimeters and the muon system. A sketch of the L1 trigger flow can
be seen in Figure 3.9.

The L1 uses local, regional and global inputs, combined into the muon and the calorimeter
triggers.
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Figure 3.9.: Sketch showing the information flow of the Level 1 (L1) trigger using the information coming
from the different parts of the muon system and the calorimeters to build separated global triggers
leading to the overall global trigger. Taken from [98]

The local triggers from the muon system are coming from the DT and CSC detector parts. The
calorimeter part combines information from the ECAL, HCAL and HF into the so called Trigger
Primitive Generators (TPG), taking the energy deposition in the calorimeter trigger towers and
track segment and hit patterns into account.

The information from the local muon triggers is passed to the DT and CSC track finder which
are then combined with the information from the RPC trigger to the global muon trigger. The
regional triggers combine their information with pattern logic and rank their specific trigger
objects. For example, electrons or muons, are ordered by their energy or momentum and their
quality. The global muon trigger also uses input from the regional calorimeter trigger which
gets its input from the TPG and is used as a single input for the global calorimeter trigger. Both
global triggers deliver their output to the main global trigger where the highest ranked object of
the event is chosen and the event is either rejected or accepted. The global trigger is supported
by the Trigger Control System (TCS) which provides readiness information of the subsystems
and the data acquisition.

The output rate of the L1 has a maximum of 100 kHz. Its information is used in step two of the
reduction of data rates: the High-Level-Trigger (HLT) of the data acquisition (DAQ) system. As
the rate of data is already reduced by a significant amount by the L1 hardware trigger system,
the second step can be done by slower, but more precise, software triggers that use about 1000
processors to filter the L1 output. The HLT uses information from the complete readout data
from the detector and runs calculations similar to offline analyses. Developed for specific needs
(for example to select events with at least one "good" muon), the output rate of the HLT is of the
order of 1000 Hz [110]. This rate is low enough to store the measured data and save it for later
access.
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For data storage and computing, a tier system is used. The first layer in this system is the Tier-0
installed at CERN. Its purpose is to accept the data coming from the HLT and to perform prompt
data reconstruction. The events are sorted depending on their HLT path and saved to the Tier-0.
Additionally, they are also forwarded to the next layer, the Tier-1, to be safely stored as a copy.
The Tier-1 combines multiple computation centres outside of CERN, providing storage for the
taken data as well as for simulated background events. The last level of the computing system is
the Tier-2, consisting of multiple centres distributed all over the world at local research facilities,
offering storage and computing power for analysis activities, calibration tasks and simulation
which can be transferred to the Tier-1 for long term storage. One of this Tier-2 facilities can be
found at the RWTH Aachen University [111].
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4 Particle Reconstruction and
Identification

The information from the different detector parts described in the previous section is used to
reconstruct and identify the particle content of the measured collision events. The main algorithm
used to reconstruct the particles and their properties at CMS is called Particle Flow algorithm
(PF) [112]. It uses the information of all detector parts to reconstruct the final state constituents
of the events. The basic elements, like tracks and clusters, are combined to get the most precise
reconstruction of the different types of particles.

4.1 Tracks

The reconstruction of tracks in the innermost part of the detector is needed for most of the more
complex descriptions of specific objects. The procedure for track reconstruction used in CMS is
called Combinatorial Track Finder (CTF) [113]. It starts off with a seed, followed by track finding
and fitting using Kalman Filters (KF) [114]. The final stage of track reconstruction is the selection
of well reconstructed tracks using quality criteria to reduce the number of wrongly reconstructed
tracks.

Seeding is done by either using pairs or triplets of the detector layers. In the first case, the
seeding is accepted if track parameters of the hit pair (one hit in each of the detector layers
building a pair) are consistent with the requirements of the specific region where the possible
track was measured. These requirements include the minimum pT and the distances to the
assumed production point of the particle. For the latter case, the inner layers of the seeding
layers are used to search for a third hit in the outer layer. Again, the seed is accepted if the track
parameters of the track calculated from all three layers fulfil the tracking region requirements.

The track finding uses the seed together with an extrapolation of the trajectory to determine the
most probable next layer of the track. From that extrapolation, intercepted silicon modules in the
layers, which are compatible within the uncertainty of the track, are searched for. As a next step,
a group of hits is formed, containing all hits from one of the module groups. Using the original
track candidates, one compatible hit of the group is added, new track candidates are formed and
the trajectory parameters are updated. All new candidates are then propagated to the following
layer, repeating the described procedure and building the final track candidates.

After all possible hits are known, the trajectory is refitted starting at the innermost point and
running iteratively through all hits corresponding to the track candidate and updating the track
parameters. This procedure is followed by a smoothing stage. The procedure uses a Runge-Kutta1

propagator to obtain the best precision of the extrapolation between the hits, taking into account
the effects of the material and the magnetic field. Finally, the number of tracks is reduced by
applying a track-selection procedure with requirements on the minimum number of layers with
associated hits, the maximum number of layers without a hit and various requirements on the
track parameters. Using this track selection, the number of fake tracks is significantly reduced.

1The Runge-Kutta method is an often used method to approximate solutions of non-linear equations [115] due to
its easy computational implementation.
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4.2 Electron

4.2.1 Reconstruction

The reconstruction of electron tracks using the tracker system presents some challenges. On its
way to the ECAL, the electron loses a significant amount of energy due to Bremsstrahlung. As
this loss in energy is non-Gaussian distributed, the standard Kalman-Filter driven reconstruction
leads to a lower resolution and affects the efficiency of correctly reconstructing existing electron
tracks.

To find the seed for the electron track reconstruction, two different methods are used. As
Bremsstrahlung from high energetic electrons is usually boosted into the same η direction as
the electron, the deposition of the energy of the electron and the Bremsstrahlung is expected
to be in the same η coordinate but in different ϕ regions due to the bending of the electron
track. Therefore, so called "superclusters" (SC) are built that merge clusters in an area in ϕ in
the ECAL in the same η direction. The position of these SCs already adds a constraint on the
track reconstruction of the electron in the tracker system under the assumption that the electron
originated from the center of the collision. This seed is also called "ECAL-driven".

The second method uses the main tracks from the iterative KF approach, checks their compatibility
with electrons and associates them to the close-by ECAL cluster. Thus, it is known as a "track-
driven" seed.

The "ECAL-driven" seeding has an efficiency for isolated high-ET electrons coming from Z boson
decays (where ET stands for "transverse energy", similar to p⃗miss

T ) of more than 95% [116] whereas
the "track-driven" seed only offers an efficiency of less than 5% at ET > 10 GeV [112]. The latter
can be used to recover track reconstruction efficiency at low-ET or in critical regions like the
Barrel-Endcap overlap region of the ECAL. In contrast to the usual PF Kalman filter method for
the final trajectory fit, the electron fit uses an adapted KF method called Gaussian Sum Filter
(GSF) [117].

Starting from the seed, tracks are built using the KF method including iteratively each tracker
layer information. The energy loss due to Bremsstrahlung is modelled using a Bethe-Heitler
function [118]. This method collects compatible hits per layer and creates trajectory candidates.

After all hits are collected, the GSF fit is performed, approximating the energy loss per layer
by a sum of Gaussian distributions, each of which is weighted with a probability associated
factor. This procedure is continued to the ECAL hit to create the final electron GSF track. All the
information from the track reconstruction of the electron goes into the particle flow algorithm to
calculate the different properties of the reconstructed electron.

4.2.2 Identification

This thesis uses high energy electrons. Therefore, the high energy electron pairs2 (HEEP)
identification is chosen [120]. The HEEP ID is built for electrons with ET > 35 GeV up to more
than 2 TeV and uses only the calorimeter information for the energy measurement. The variables
used in the HEEP identification are the same for all three years of Run 2 and can be found in
Table 4.1.

2The name originates from the fact that this identification was first developed for the Z′ → ee search, which
contains a pair of high energy electrons in the final state [119].
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Table 4.1.: Requirements of the high-ET selection to fulfil the HEEP identification [121].

Variable Barrel Endcap

ET > 35 GeV > 35 GeV
η range |ηSC| < 1.4442 1.566 < |ηSC| < 2.5

isEcalDriven = 1 = 1
|∆ηseed

in | < 0.004 < 0.006
|∆ϕin| < 0.06 rad < 0.06 rad
H/E < 1 GeV/ESC + 0.05 < 5 GeV/ESC + 0.05
σiηiη n/a < 0.03

E2x5/E5x5 > 0.94 OR E1x5/E5x5 > 0.83 < n/a
IECAL + IHCAL < 2 GeV +0.03·ET +0.28·ρ < 2.5 GeV +0.28 · ρ for ET < 50 GeV

else < 2.5 GeV + 0.03 · (ET − 50 GeV) + 0.28 · ρ
Itracker < 5 GeV < 5 GeV

Number of missing hits ≤ 1 ≤ 1
|dxy| < 0.02 mm < 0.05 mm

The HEEP ID uses subdetector-based isolation instead of the isolation coming from the PF
algorithm (which is used for example in the cut-based electron identification):

• ET: The transverse energy deposition measured in the ECAL, that is consistent with a single
electron, has to be greater than 35 GeV.

• isEcalDriven: The seed used for the electron track reconstruction has to be "ECAL-driven",
as mentioned in Section 4.2.1.

• |∆ηseed
in | & |∆ϕseed

in |: The difference in η and ϕ between the extrapolated track from the inner
system and the seeding supercluster has to be smaller than 0.004 and smaller than 0.06 rad
respectively.

• H/E: In the direction of the electron, the sum of HCAL tower energies within a cone of
∆R < 0.15 has to be small compared to its energy deposition in the ECAL supercluster.

• σiηiη & E2x5/E5x5: To distinguish between electromagnetic and hadronic showers, the spread
of energy in the crystals in the ECAL is constrained. In the Barrel, this is achieved by
comparing the spread of energy in crystal arrays of 2x5 and 5x5 around the seed crystal.
In the Endcaps, the width of the shower in an array around the seeding crystal has to be
smaller than 0.03.

• IECAL + IHCAL: To suppress jets that are misidentified as electrons, the energy deposition of
the prompt electron should be isolated from other sources in the ECAL and HCAL. These
depositions are collected in a cone of ∆R = 0.3, excluding an inner cone of three crystals in
the ECAL and HCAL towers in a radius of 0.15. The sum of these depositions has to be
smaller than 2 GeV +0.03·ET +0.28 · ρ in the Barrel and smaller than 2.5 GeV +0.28 · ρ in
the Endcap if the ET of the electron is smaller than 50 GeV. Else, it must be smaller than
2.5 GeV + 0.03 · (ET − 50 GeV) + 0.28 · ρ in the Endcap. Here, ρ is defined as the average
energy density in the event.

• Itracker: To further suppress misidentified jets, the sum of the ET of all tracks in a cone of
∆R = 0.3 excluding an inner cone of 0.04 around the electron track has to be smaller than
5 GeV.
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• Number of missing hits: To distinguish between prompt electrons and those coming from
pair production, no more than one hit must be missing in the inner tracker system.

• |dxy|: The transverse impact parameter, a measure of the distance of the track to the primary
vertex, has to be smaller than 0.02 mm (0.05 mm) in the Barrel (Endcap) to make sure that
the reconstructed electron is a prompt electron.

The HEEP identification performance may vary when comparing Monte Carlo simulation to
measured data. Therefore, recommended event weight scale factors are used to correct for this
effect in MC [122] and can be found in Section 5.5.5.

4.2.3 HEEP Identification in 2018

In 2018, a disagreement between Monte Carlo and measured data in the HCAL was observed
in the Endcaps for the HEEP identification. In order to have a flat scale factor, the HEEP
identification was adjusted for the Endcap region in 2018. To address this issue, an η and ρ
dependency in the H/E and the ECAL and HCAL isolation requirements in the Endcaps for
2018 were introduced:

Table 4.2.: Changed requirements (red) of the high-ET selection to fulfil the HEEP identification in
2018 [122].

Variable Barrel Endcap

ET > 35 GeV > 35 GeV
η range |ηSC| < 1.4442 1.566 < |ηSC| < 2.5

isEcalDriven = 1 = 1
|∆ηseed

in | < 0.004 < 0.006
|∆ϕin| < 0.06 rad < 0.06 rad
H/E < 1 GeV/ESC + 0.05 < (−0.4 + 0.4|η|) · ρ GeV/ESC + 0.05
σiηiη n/a < 0.03

E2x5/E5x5 > 0.94 OR E1x5/E5x5 > 0.83 < n/a
IECAL + IHCAL < 2 GeV +0.03·ET +(0.15 + 0.07) · |η| · ρ < 2.5 GeV +(0.15 + 0.07)|η| · ρ for ET < 50 GeV

else < 2.5 GeV + 0.03 · (ET − 50 GeV) + 0.28 · ρ
Itracker < 5 GeV < 5 GeV

Number of missing hits ≤ 1 ≤ 1
|dxy| < 0.02 mm < 0.05 mm

The analyses presented in this thesis use the requirements shown in Table 4.1 for the years 2016
and 2017 while the adjusted HEEP ID presented in Table 4.2 is used for the year 2018.

4.3 Muon

4.3.1 Reconstruction

The reconstruction of muon objects also starts with the track reconstruction. The muon is
reconstructed using the muon system outside of the return yoke. The inner parts of the detector
(e.g. the calorimeters) already stop most particles from reaching the muon system, leaving only
muons and neutrinos present in that area of the detector [123].

There are three different types of track-reconstructed muons [112] [123]:
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• Standalone muons: Standalone muon tracks are reconstructed using the detector infor-
mation from the muon system. Hits in the DT, CSC or RPC are collected to form track
segments. The track segments are used to reconstruct the trajectory of the muon by using
Kalman filters.

• Tracker muons: Tracker muons are built from the propagation of the inner track to the
muon system. They are loosely matched to at least one DT or CSC segment. This track
reconstruction is more efficient for muons with a pT below 10 GeV. However, it has a
higher probability of misidentifying hadrons as muons as hadrons can sometimes reach the
first muon station.

• Global muons: If the track from standalone muons can be matched to a track measured in
the inner tracking system, the reconstructed muon is called "global muon". In that case,
the final fit of the trajectory uses the combined information from the inner tracker and the
muon system. Global muons are designed for high energy muons and therefore create
multiple hits in the muon stations, reducing the probability of muon misidentification when
compared to tracker muons.

Before the start of Run 2, the muon track reconstruction was updated by adding two specifically
developed calculations [112] to cope with the high pileup conditions during Run 2.

The information from the track reconstruction is fed into the particle flow algorithm together
with all other available detector information to reconstruct the particle quantities of the measured
muon. To determine the measured pT of the muon, the "Tune-P" algorithm is used [124].
This algorithm chooses between the tracker-only pT measurement and the three additional pT
reconstruction strategies by comparing the goodness-of-fit of the tracks coming from the different
approaches and their relative pT uncertainty. The additional strategies are [109]:

• Tracker-Plus-First-Muon-Station fit: The Tracker-Plus-First-Muon-Station (TPFMS) fit starts
with the global-muon track but ignores all muon stations besides the innermost one, which
contains hits.

• The Picky fit: This algorithm cleans hits from chambers that seem to originate from showers.
This is done by a χ2 comparison and only hits in these chambers are kept if the extrapolated
trajectory is compatible.

• Dynamic-Truncation fit: Energy loss of the muon causes bending of the trajectory which
can show up as a kink in the reconstructed track. After propagating the track coming from
the tracker and refitting by adding hits from the closest compatible chamber, the algorithm
repeats for the next station and stops if there is no compatible hit found in two consecutive
stations.

4.3.2 Identification

There are different types of muon identification depending on the need for purity as well as
efficiency for the specific analysis. This analysis uses muons with high momentum. Therefore,
the identification of choice is the "High momentum muon ID" or "high-pT ID" [125].

This identification was developed for muons with pT > 200 GeV, which are both, a global and a
tracker muon. The tracker track has to have at least one pixel hit as well as hits in at least six
layers in the inner tracking system. In at least two muon stations, the track has do fulfil the
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"track-to-segment" matching where the difference of the position of the track and a segment
in the x coordinate is smaller than 3 cm or the distance to its uncertainty ratio is smaller than
five [123].

For Run 2, this requirement was extended to cases where the inner track is expected to match, at
most, zero or one segment when the extrapolation from the tracker muon predicts a pass through
to the muon system gaps. In this case, one matching segment still fulfils the identification
requirement. An additional change to the Run 1 high-pT ID was the added requirement that the
used final fit, either the global muon fit or the one coming from the TuneP algorithm, includes at
least one valid muon system hits [125].

To make sure that the high-pT muon originates from a primary vertex, the transverse and longitu-
dinal impact parameters, |dxy| and |dz|, have to be smaller than 0.3 cm and 20 cm, respectively.

In comparison to the "tight muon ID", the high-pT ID does not have a requirement on the χ2/dof3

of the global muon fit to cope with efficiency loss due to additional hits from the radiation of
electromagnetic showers [123]. To ensure a good quality of the momentum measurement, the
relative pT uncertainty has to be smaller than 30%.

4.3.3 Isolation

Isolation can be used to further distinguish between prompt muons and muons from weak decays
appearing inside of jets. This is done by calculating the sum of the energy in a cone around the
muons relative to its pT, also called "relative isolation". There are two different approaches to the
calculation of the muon isolation: Tracker based and PF based.

The track based isolation uses the sum of all reconstructed tracks within a cone of ∆R < 0.3. For
the loose working point, the ratio of the summed pT of the tracks and the muon pT has to be
smaller than 0.1, while for the tight working point it has to be smaller than 0.05.

Instead of reconstructed tracks, the PF isolation uses the sum of the pT of charged hadrons from
the primary vertex and the sum of the energy of all neutral particles. To correct for the impact of
pileup to the neutral particles, the deposition of charged hadrons from pileup vertices is summed
and scaled by a factor of 0.5 [123]. This is then subtracted from the sum of neutral particles
giving the pileup corrected sum of the neutral particle energy contribution. The cone size for the
PF isolation is ∆R < 0.4 with the loose working point value for the pT ratio of 0.25 and the tight
working point value of 0.15.

The analyses presented in this thesis use the tracker based isolation for the muon selection.

4.3.4 Muon Momentum Scale

The measurement of high energy muons is subjected to inaccurate track curvature determinations
arising from energy loss, variations in the magnetic field and detector misalignments [123]. To
calibrate the momentum scale, all these three effects are included by modifying the curvature,
either with an additive correction kb to the curvature κ = q/pT (detector misalignment), where q
is the muon charge, a multiplicative factor (magnetic field variation) and a charge independent
additive term (energy loss) [125].

3"dof" means "degrees of freedom"
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The method to cope with detector misalignments is called the "generalized endpoint method" [123]
and uses muons from Drell-Yan events that fulfil certain selection criteria. The resulting q/pT
distribution of measured events is compared to multiple simulated muon samples i that have
an additional bias ki

b injected in steps of 0.01/ TeV between −1.00/ TeV and +1.00/ TeV. The
resulting curvature becomes:

q/pT → q/pT + ki
b. (4.1)

The ki
b that leads to the minimum fit χ2 from the comparison between data and the weighted

simulation is chosen as the curvature bias in the measured data [123].

4.4 Tau

Due to their short lifetime (ττ = 290.3 ± 0.5 · 10−15 s [3]) and the resulting average flight length
of ≈ 87 · 10−4 m for γ = 1, taus produced in proton-proton collisions in the LHC usually decay
before they can reach any of the detector material. The tau reconstruction and identification in
CMS focuses on hadronic tau decays as they make up most of the branching fraction of tau decays
(see Table 4.3). As the decay products are hadrons, one needs to understand the reconstruction
of hadronic jets before reconstructing the tau object.

Table 4.3.: Branching fractions (B) of different tau decay channels. The decays are shown for τ− but apply
for τ+ as well [3].

Decay Mode Resonance B
Leptonic Decays 35.2 %

τ− → e−ν̄eντ 17.8 %
τ− → µ−ν̄µντ 17.4 %

Hadronic Decays 64.8 %
τ− → h−ντ 11.5 %

τ− → h−π0ντ ρ(770) 25.9 %
τ− → h−π0π0ντ a1(1260) 9.5 %
τ− → h−h+h−ντ a1(1260) 9.5 %

τ− → h−h+h−π0ντ ρ(1450) 4.8 %
Other 3.3 %

4.4.1 Jets

After the PF algorithm has identified electrons, muons and isolated photons, the remaining
information is used to identify hadrons and non-isolated photons [112]. ECAL and HCAL
depositions that can not be connected to a track are considered to come from neutral hadrons
and photons. If there is a connection to be found between an ECAL and an HCAL cluster, they
are assumed to originate from the same "hadronic shower". Otherwise, the ECAL cluster is
considered to originate from photons.

To reconstruct the direction and energy of the initial parton, different approaches called "jet
clustering algorithms" were developed. The one used by the CMS collaboration is called "anti-kt"
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algorithm [126], using the FastJet package [127]. All so called "recombination algorithms", which
also include the kt and the Cambridge/Aachen algorithm, define two distances [126]:

dij = min(k2p
ti , k2p

tj )
∆2

ij

R2 , (4.2)

diB = k2p
ti . (4.3)

∆2
ij is defined as ∆2

ij = (yi − yj)
2 + (ϕi − ϕj)

2. kti is the transverse momentum, yi the rapidity and
ϕi the azimuthal angle of the entity i, coming from the remaining objects in the PF algorithm
particle list. The anti-kt algorithm uses the parameter p = −1, whereas the kt algorithm uses
p = 1 and the Cambridge/Aachen algorithm uses p = 0 [128, 129].

diB is defined as the distance between the entity i and the beam. Both distances, dij and diB, are
calculated for the remaining objects in the particle list. If dij corresponds to the smallest distance,
the two entities i and j are recombined into a so called "protojet". Instead, if diB is the smallest
distance, the entity i is called a jet and removed from the list. This procedure is repeated until
the list of entities is empty.

The resulting list of jets from the anti-kt algorithm, using a distance parameter R = 0.4, is then
used in the reconstruction of the tau candidates.

4.4.2 Reconstruction

To reconstruct hadronic tau candidates, the hadron-plus-strips algorithm is used [130]. As a first
step, seeding regions are defined by using the jets from the list build by the anti-kt algorithm
previously discussed. A cone in the η − ϕ plane with ∆R = 0.5 is defined and all particles within
it are used for the next steps of the reconstruction.

As explained before, the tau can decay into charged hadrons plus neutral π0. These π0 candidates
are reconstructed using information from the ECAL. The π0 decays promptly into a pair of
photons. These photons have a high probability to create e+e− pairs. While going through the
tracker, the electrons will be spatially separated due to the magnetic field in the CMS [131]. To
reconstruct the full energy of the neutral hadron, electrons and photons in an ∆η × ∆ϕ plane are
clustered together. These clusters are called "strips". A sketch of the hadron-plus-strips algorithm
can be seen in

For Run 2, the algorithm was updated to a dynamic strip reconstruction. Before, the plane was
defined by the fixed values 0.05 × 0.20. The dynamic strip approach uses the electron or photon
with the highest pT that has not yet been included in a strip as a seed for a new strip. The
electron or photon with the second highest pT in a dynamic strip area around the initial position
is then merged into this new strip. This dynamic strip area is defined as:

∆η = f (pe/γ
T ) + f (pstrip

T ) (4.4)

∆ϕ = g(pe/γ
T ) + g(pstrip

T ). (4.5)
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h± h± h±h∓ h±
γ

Strip
e∓ e±

{π0

Tracker

ECAL

HCAL

Figure 4.1.: Simplified sketch of the tau reconstruction algorithm for three different decay modes. The
first one shows the τ± → h±ντ where only the charged hadron is reconstructed in the HCAL, the ντ

stays undetected an contributes to the p⃗miss
T . The second one shows the τ± → h±π0ντ decay, where

the π0 decays into two photons. One of the photons creates an e+e− pair. The remaining photon and
the electrons are measured in the ECAL and build the "strip" for the hadron-plus-strips algorithm. The
last shown decay is the τ± → h±h∓h±ντ decay.

The functions f and g result from a fit of the form a/(pT)
−b [131]:

f (pT) = 0.20 ·
( pT

GeV

)−0.66
, (4.6)

g(pT) = 0.35 ·
( pT

GeV

)−0.71
· (rad). (4.7)

Note that ∆η has to be between 0.05 and 0.15 and ∆ϕ has to be between 0.05 and 0.3.

After this merge, the strip position is recalculated as:

ηstrip =
1

pstrip
T

∑ pe/γ
T ηe/γ (4.8)

ϕstrip =
1

pstrip
T

∑ pe/γ
T ϕe/γ. (4.9)

The search for additional constituents in the ∆η × ∆ϕ area is carried on until no additional e/γ
candidate is found. The procedure then starts over with the reconstruction of a new strip.

The resulting strips are combined with the charged hadrons and checked against the different
hadronic tau decay chains that can be seen in Table 4.3. The visible hadronic components have
to be reconstructed in a specific mass window that has to agree with the ρ(770), ρ(1450) or
a1(1260) meson [131] [130], depending on the reconstructed decay mode as shown in Table 4.3.
Additionally, the reconstructed electric charge of the tau candidate has to be ±1 and all h± and
π0 have to be in a cone with a radius ∆R = 3.0/pT(GeV) with 0.05 ≤ ∆R ≤ 0.1.
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4.4.3 Identification

For Run 2, a new tau identification algorithm was developed [130]. It uses a deep neural network
instead of a cut-based or multi-variant approach and is therefore called DeepTau. The output of
this neural network is the probability of the hadronic tau (τh) candidate being a genuine tau or
an electron, muon or jet being misidentified as a tau. This is already a significant change from
the previous approach where a specific algorithm for each of these classes was developed [131]
while the DeepTau uses only one deep neural network for all discriminators.

Another difference is the usage of "lower-level", more fundamental, information of all recon-
structed particles which are close to the τh candidate. If there are multiple particles of the same
type close to the τh candidate, the information from the particle object with the highest pT is
chosen for the algorithm.

Additionally, the network also uses "higher-level" information like the τh 4-momentum or the
compatibility with the leading track from the primary vertex. This helps to substantially reduce
the number of events necessary to train the network [130].

The network uses convolutional layers [132], since they offer computational benefits and are well
implemented in machine learning frameworks. As these types of layers need partitioned inputs
in two dimensions, two η − ϕ grids around the τh candidate axis are created, shown in Figure 4.2,
and used to process the particle information. Each of the cells contains information about the
reconstructed particles which is then used as the input of the deep neural network.

Overall, three subnetworks are created, one for the high level information, one for the inner grid
cells and one for the outer grid cells. These different networks are then combined into four fully
connected layers with 200 nodes each. The output of these layers is then fed into the final 4 node
layer. A softmax activation function gives the probability that the candidate belongs to a given
output class (tau, electron, muon or jet). In total, the number of inputs into the neural network
sums up to over 100,000.

The reconstructed taus are sorted into different decay modes (DM) which refer to the different
tau decays shown in Table 4.3. The definition of the different DM numbers is following:

DM = 5 × (Nc − 1) + Np, (4.10)

where Nc is the number of charged hadrons (also called "prongs") and Np is the number of
neutral pions. Additionally to the DM shown in Table 4.3, experimental DM are created with
only two prongs where one prong of the decay is lost during the reconstruction. These DM,
namely 5 and 6, are not used in this analysis.

The performance of the DeepTau in comparison to the multi-variant approach was checked
using simulation and measured data of tt̄ processes as these events contain a large amount of b
quarks and gluon jets combined with a busy event topology [130]. A comparison between both
approaches in simulation can be seen in Figure 4.3. It shows the τh identification efficiency on the
x-axis and the jet mis-identification probability on the y-axis. The graphs show the discrimination
against jets for the DeepTau (red), the original MVA (green) and the MVA with updated decay
modes (blue). Each point represents a working point of the identification.

The DeepTau delivers a reduction in the mis-identification rate by at least a factor of 1.8 with higher
factors in the high-pT regime. This shows the power of the deep neural network approach.
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T (Missing Transverse Momentum)

Figure 4.2.: Sketch of the 11 × 11 η − ϕ grid with a size of 0.02 × 0.02 and the 21 × 21 grid with a size of
0.05 × 0.05 around the τh candidate axis which is used as an input into the deep neural network [130].

A comparison of the DeepTau performance in simulation and measured data from 2018 can be
seen in Figure 4.4. It shows the jet mis-identification probability for simulation (black) and data
(red) as a function of the jet pT for the tight working point. The observed probability shows good
agreement to the expected probability from simulation, especially in the high-pT regime which
this analysis is most interested in. Additionally, as mentioned before, discriminator values against
mis-identifying a muon or an electron as a tau are provided by the deep neural network. Each
discriminator has multiple working points with different requirements, for instance regarding
the isolation, ranging from very very very loose (VVVLose) to very very tight (VVTight)
for the anti-jet and anti-electron discriminator and from very loose (VLose) to tight for the
anti-muon discriminator.

Monte Carlo to data comparisons allow the calculation of scale factors which correct the behaviour
of the simulation, such that it follows the actual measurement [130] and are described in
Section 5.5.5.

4.5 p⃗miss
T (Missing Transverse Momentum)

Some particles in a collision event might escape the CMS apparatus undetected, for example
neutrinos which do not interact with the detector material. As the amount of transverse
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Figure 4.3.: τh identification efficiency and the jet mis-identification probability for τh with a pT greater
than 100 GeV in DeepTau and MVA. In DeepTau, the mis-identification probability is reduced by a factor
of at least 1.8, becoming a higher factor for high-pT taus, compared to the MVA [130].

momentum at the time of the collision is assumed to be 0, summing up all reconstructed particle
information in the event leads to "missing transverse momentum" or p⃗miss

T .

p⃗miss
T is therefore defined as the negative vector sum of all PF candidates in the event [133]:

p⃗miss
T = −∑

PF
p⃗T, (4.11)

with its magnitude defined as :
pmiss

T = | p⃗miss
T |. (4.12)

The p⃗miss
T plays an important role in the final reconstruction of the invariant mass of the two

lepton state with a tau, since the neutrino created during the tau decay will contribute to the
p⃗miss

T in the event.
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T (Missing Transverse Momentum)

Figure 4.4.: Comparison of the jet mis-identification probability in simulation and measured data from
2018 as a function of the jet pT . The measurements support the expected identification performance as
the comparison delivers a good observed to expected ratio [130].
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5 Analysis

This chapter describes the analysis of the search for lepton flavour violation with two charged
leptons of different flavours in the final state. The analysis of the eµ channels was performed by
Xuyang Gao [1] and the eτ channel was analysed by Amandeep Kaur Kalsi [1]. The µτ channel
was analysed with the NanoAOD format by the author of this thesis while an analysis using the
MiniAOD format was performed by Diego Beghin [1]. The difference between both formats will
be described in Section 5.2. As the NanoAOD format is supposed to become the standard workflow
for most of the CMS analysis, a verification in comparison to the known MiniAOD format is of
particular importance.

All three channels will be presented, as the results of these analyses will serve as input for the
statistical interpretation (Chapter 6), while the main focus will be on the µτ analysis using the
NanoAOD file format, performed by the author of this thesis. Additionally, a short comparison
between the final results from both approaches of this channel will be presented. More details
about the eµ and eτ analysis can be found in the corresponding publication [1] and the analysis
note [134].

5.1 Datasets

In this thesis, the data taken by the CMS experiment in the years 2016, 2017 and 2018 are analysed.
The channels including a muon are based on the SingleMuon dataset whereas the eτ channel is
based on the SingleElectron and SinglePhoton dataset in the years 2016 and 2018. These two
sets were merged together into one single dataset in 2018, called EGamma.

Only events certified by the physics data and MC validation (PDMV) group in their recommended
reconstruction version are used [135]. The cleaning for certified events is done by only accepting
events present in the so called goldenJSON. The integrated luminosity of certified events for each
year can be found in Table 5.1. The recommended value of the Luminosity Physics Object Group
(LUM POG) for the final total integrated luminosity is 138 fb−1 [136].

Table 5.1.: Integrated luminosity for all three years used in this analysis. The value of the combination
of all years is rounded to 138 fb−1 following the recommendation of the Luminosity Physics Object
Group.

Year Integrated Luminosity
2016 35.9 fb−1

2017 41.3 fb−1

2018 59.7 fb−1

∑ 138 fb−1
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5.2 Simulation Chain in CMS

The event simulation of proton-proton collisions and their measurement with the CMS detector
are done by following a step-by-step routine [137].

• Hard event generation: The first step is the simulation of the proton-proton collision under
the assumption of a specific model (e.g. SM, SSM, RPV SUSY, ...). The propagation of the
initial momentum of the incoming particles to the particles produced in the collision is
calculated using the specific Feynman diagrams corresponding to the chosen model and the
resulting probability function. The information on the incoming, produced and outgoing
particles is saved in a Les Houches file format [138]. Different generators have different
precision in the order of the calculated Feynman diagrams.

• Generation: The generation calculates additional radiation either from the initial or the
final state particles, called parton showering. Quarks and gluons can not be observed as
free particles but will form colour free particles, called hadrons. This hadronization and
the resulting creation of jets of hadrons is also calculated. The information saved contains
all final state particles which reach the detector material.

• Simulation: After having generated all final state particles and their specific kinematic
information, this step simulates the response of the detector. For that, the full CMS was
built in the GEANT4 [139] software package. GEANT4 is short for "Geometry and Tracking"
and provides the possibility to recreate a detector’s geometry with its specific materials,
simulating the response of each of the detector parts.

• Digitisation: This step emulates the response of the read-out electronics of the detector to
the final response of the detector parts created in the simulation step. The output is in the
same format as the measured data coming from the experiment.

Since the simulated events are now in the same format as measured data, the following steps are
the same for both.

• Reconstruction:The constituents of the events are reconstructed using the particle recon-
struction algorithms described in Chapter 4.

• MiniAOD: The now fully reconstructed event information is reduced in size by only saving
the necessary parts for analysis and potentially needed rerunning of specific reconstruction
algorithms. This reduced format is called MiniAOD and was developed in 2014 for Run
2 [140].1

• NanoAOD: The MiniAOD format was used by most analyses in CMS as an input for private file
productions, applying corrections (e.g. electron energy corrections) and further reduction
of the needed storage space. By the end of Run 2, CMS developed a new data format called
NanoAOD whose purpose is to provide a format that can be directly analysed outside of the
CMS software environment2. It provides all the necessary event information for most of the
analyses and includes the most important corrections. Additionally, it reduces the average
size of an event from 40 − 50 kB using the MiniAOD format to 1 − 2 kB in NanoAOD [140, 141].

1"AOD" is an acronym for "Analysis Object Data", which was the data format used in Run 1. MiniAOD describes a
reduced version of this data format.

2This environment is called CMSSW which stands for "CMS SoftWare".
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This chain is used for the production of Monte Carlo samples describing the Standard Model
background expectation as well as for the multiple signal models that are tested in this thesis.

5.3 Background Description

As the final state that is searched for includes two leptons of a different flavour, Standard Model
processes that contain either these two leptons, called prompt background, or objects that can be
mis-identified as leptons, called fake background, contribute to the background expectation of
this analysis. Namely:

• tt: The main background producing two leptons with different flavours is coming from tt
production. The top quark decays to a W boson and almost always a b quark [3]. The W
boson can then further decay into a lepton and neutrino pair. If both W bosons from the top
pair production decay in this leptonic way, they can create two leptons of different flavours.

The simulation of the tt background is done in the generator Powheg [142–148]. For the
hadronization, Pythia8 [149] is used. These tt samples producing two leptons are binned
in the invariant mass of the dilepton pair to achieve better statistical precision in the high
mass regime. The cross section of the tt process is corrected to NNLO level for QCD and
NLO level for electroweak effects [150].

Figure 5.1.: One possible Feynman diagram for the production of a tt pair decaying into a final state with
two leptons of different flavour (ℓ and ℓ′).

• Diboson: The second largest prompt background arises from the production of boson pairs
(WW, WZ, ZZ), with the WW production being the dominant one.

The WW samples are binned in the mass of the lepton pair and are generated with
Powheg. The WZ and ZZ samples are either generated with Powheg (3ℓν, 2ℓ2ν and 4ℓ) or
MadGraph5_aMC@NLO [151] (2ℓ2q and 2q2ν). Figure 5.2 shows an example of each of
the Diboson channels for the production of multiple leptons in the final state.

The WW and WZ cross sections are corrected to NLO precision [152] [153] whereas the ZZ
background cross section is calculated at NNLO level [154].
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Figure 5.2.: Possible Feynman diagrams for the production of a WW, WZ or ZZ Diboson pair which decay
into a final state with multiple leptons. The outcoming leptons can either have the exact final state with
two leptons of different flavour (WW) or have multiple leptons where the additional leptons escape the
reconstruction or do not fulfil the required quality of the identification. An additional possibility to
mimic the final state of interest is the misidentification of jets from quarks as leptons or through the
production of a tau lepton that decays into a muon or electron.

• Single top: An additional, but subleading background, is coming from single top production.
The production of a single top can happen in association with a W boson in the tW channel
(see Figure 5.3). In combination with the further decay of the top quark this can create a W
boson pair that, in the end, can lead to the required final state. As the other channels (s
and t channel) only contribute via the misidentification of leptons their contribution to the
background description is very small.

The single top background is produced with Powheg, separately for the top and antitop
quark. The cross section is calculated at NNLO level [155].

• Drell-Yan: The last background is the Drell-Yan background with additional jets. It only
contributes to the final state if the produced lepton pair is of the tau flavour and one
of the taus decays into an electron or a muon or if one of the jets is misidentified as a
lepton while one of the leptons of the pair production is not reconstructed or does not
fulfil the identification requirements. The Drell-Yan background has therefore the smallest
contribution to the background description.

The Drell-Yan samples are binned in the mass of the lepton pair and produced with
MadGraph5_aMC@NLO. The cross section is calculated at NLO level [156].

A Feynman diagram of a Drell-Yan production can be seen in Figure 5.3.

Another important contribution to the Standard Model background is coming from jets misiden-
tified as taus. This background makes up about 20 % of the total background events in the
µτ channel. These would mainly be described by the W+jets background. As the difference
in simulation to data for jets faking taus was estimated to be around 30 % [157], the CMS tau
particle objects group recommends evaluating the fake rate of the specific analysis using a data

58



5.3. Background Description

Figure 5.3.: Feynman diagram of single top production in the tW channel (left) and a Drell-Yan process
with additional jets (right). The top quark of the tW channel can further decay which adds an additional
W boson, ending up with a WW pair that can recreate the final state of two leptons with different
flavour. The Drell-Yan process could produce a tau pair where one of the taus decays into another
charged lepton.

driven technique in a control region similar to the signal region. This method will be described
in more detail in Section 5.9.

The used background Monte Carlo samples can be found in Section A.1 with their corresponding
cross sections.
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5.4 Signal Production

This section describes the produced Monte Carlo simulation of different signal models inves-
tigated in this analysis. First, the production of the SSM Z’, RPV SUSY and QBH samples is
discussed. Afterwards, the private production of the Sphaleron signal samples is explained in
more detail.

5.4.1 SSM Z’

The production of the SSM Z’ signal Monte Carlo simulation is done on leading-order (LO) using
Pythia8 [149] with the tune CP5, where "tune" describes the different settings of the parameters
used in the generator [158]. Pythia8 is a tool to generate high-energy collision events including
the interaction between the generated particles, parton showers, interactions, fragmentation
and decay. It also allows the usage of different parton density functions (PDF). The specific
"TuneCP5", which is the standard tune used in CMS for the years 2017 and later, uses the NNPDF
3.1 at NNLO [19]. The usual PDF set used for this tune is the "NNPDF31_nnlo_as_0118_luxqed".
For the production done in CMS, this is changed to the "NNPDF31_nnlo_as_0118" set [19, 159].

The Z’ signal is produced for a Z’ mass of 500 GeV up to 6000 GeV. All mass points with their
corresponding cross section can be seen in Table 5.2.

Figure 5.4 shows the invariant mass distribution of the lepton pair at the generator level for three
different Z’ masses. The distributions are not normalized to a specific cross section and luminosity
as they should only show the specific shape of the signal. Thus, the y-axis has "arbitrary units"
(a.u.). The SSM Z’ produces a narrow resonance together with off-shell production which is
visible at the lower mass regime and becomes more and more significant as the mass of the Z’
increases. The relative width of the Z’ is set to 3 % of its mass, similar to the SM Z.
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Figure 5.4.: SSM Z’ invariant mass of the lepton pair at the generator level for three different Z’ masses,
namely for mZ′ = 1 (red), 2 (green) and 3 TeV (blue).
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Table 5.2.: Different produced Z’ masses with their corresponding cross section calculated using the
Pythia8 generator [149].

Z’ Mass (GeV) σ (qq̄ → Z′ → ℓ±ℓ∓) (pb)
500 9.59
600 5.03
700 2.83
800 1.70
900 1.08
1000 0.71
1100 0.48
1200 0.33
1300 0.23
1400 0.17
1500 0.12
1600 9.1 · 10−2

1700 6.8 · 10−2

1800 5.1 · 10−2

1900 3.9 · 10−2

2000 3.0 · 10−2

2200 1.8 · 10−2

2400 1.1 · 10−2

2600 7.2 · 10−3

2800 4.7 · 10−3

3000 3.1 · 10−3

3500 1.1 · 10−3

4000 4.8 · 10−4

4500 2.2 · 10−4

5000 1.1 · 10−4

5500 6.2 · 10−5

6000 3.9 · 10−5
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5.4.2 RPV SUSY

Instead of Pythia8, the RPV SUSY samples are generated with CALCHEP [160] which simulates
high energy physics events at the parton level at LO. For the following parton shower and
hadronization simulation, Pythia8 is used again.

CTEQ6L [161] is used as the parton density function for the production of the RPV SUSY signature.
The samples are produced in a mass range of 200 GeV up to 6500 GeV.

Each produced mass point can be seen in Table 5.3, together with its corresponding cross
section. The cross sections are corrected to NLO using the mass of the ν̃τ as the factorization and
renormalization scales [162].

The invariant mass distribution on the generator level for three different masses of the RPV
SUSY ν̃τ is shown in Figure 5.5. Again, this interpretation produces a very narrow resonance.
Unlike the Z’, the RPV SUSY does not produce off shell ν̃τ due to its longer lifetime, also leading
to a considerably smaller decay width. As mentioned in Section 2.3.1, the width of the Z’ is
about 3 % of its mass while for the RPV SUSY ν̃τ it is at O(10−6 − 10−4) [163]. For the coupling
of λ = λ′ = 0.01, this interpretation produces a very narrow, delta-function like, peak at the
resonance mass. Thus, this signal shape is well suited to test the reconstruction resolution of this
analysis (see Section 5.7).
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Figure 5.5.: Invariant mass distribution for three different ν̃τ masses using the RPV SUSY interpretation,
namely for mν̃τ

= 1 (red), 2 (green) and 3 TeV (blue)
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Table 5.3.: Cross sections of the production of a RPV SUSY ν̃τ for different masses at LO and their
corresponding NLO k-factor [162].

RPV (λ = λ′ = 0.01) ν̃τ mass (GeV) σ (qq̄ → ν̃τ → ℓ±ℓ∓) (pb) k-factor
200 585 1.34
300 158 1.36
400 60.0 1.37
500 27.6 1.37
600 14.4 1.37
700 8.18 1.37
800 4.95 1.36
900 3.13 1.35
1000 2.06 1.34
1200 0.97 1.32
1400 0.49 1.3
1600 0.27 1.27
1800 0.15 1.25
2000 8.6 · 10−2 1.22
2500 2.4 · 10−2 1.16
3000 7.2 · 10−3 1.11
3500 2.1 · 10−3 1.08
4000 6.4 · 10−4 1.05
4500 1.8 · 10−4 1.05
5000 5.1 · 10−5 1.08
5500 1.3 · 10−5 1.17
6000 3.3 · 10−6 1.36
6500 7.9 · 10−7 1.68
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5.4.3 QBH

For the production of the ADD quantum black hole signals, a dedicated generator QBH3.0 [164]
is used together with the CTEQ6L [161] PDF set. QBH3.0 calculates the production of quantum
black holes at leading order level and passes the events on parton level to Pythia8 for showering
and hadronization, using the Les Houches accord (LHA) [165].

QBH samples are produced for different threshold masses, starting with 200 GeV up to 10 TeV.
The produced mass points with their corresponding cross sections with n = 4 extra dimensions
can be seen in Table 5.4. Unlike the two other interpretations mentioned so far, there is no resonant
behaviour in the production of the QBH. Figure 5.6 shows the invariant mass distribution on the
generator level. Until a specific threshold mass is reached, no production of QBH takes place,
creating a sharp edge of the distribution with a falling tail.
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Figure 5.6.: Invariant mass distribution for the threshold masses of mth = 1 (red), 2 (green) and 3 TeV
(blue) using the QBH interpretation with n = 4 additional dimensions.
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Table 5.4.: Cross section of the different QBH threshold masses with 4 extra dimensions at LO using the
QBH3.0 [164] generator.

QBH threshold Mass (GeV) σ (qq̄ → QBH → ℓ±ℓ∓) (pb)
200 2.4 · 104

400 1.7 · 103

600 3.3 · 102

800 94.1
1000 33.2
1200 13.3
1400 5.96
1600 2.81
1800 1.42
2000 0.74
2500 0.17
3000 4.2 · 10−2

3500 1.2 · 10−2

4000 3.2 · 10−3

4500 9.4 · 10−4

5000 2.7 · 10−4

5500 7.8 · 10−5

6000 2.2 · 10−5

7000 1.6 · 10−6

8000 9.3 · 10−8

9000 4.5 · 1−9

10000 1.6 · 10−10
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5.4.4 Sphaleron

The signal production of the sphaleron samples was not done using an official injection into the
CMS computation chain but was instead computed on the Aachen Grid system using the same
software and commands as in the official production. Thus, the chain of production is the same
as described at the beginning of this chapter.

For the hard event production, the dedicated BaryoGEN [166] generator was used. This generator
was also used to produce the signal samples of the latest sphaleron search publication from
CMS [94]. BaryoGEN produces proton-proton collision events with sphaleron-like transitions and
saves them in the Les Houches file format. Therefore, they can serve as an input to the production
line for the full simulation which, in the end, results again in NanoAOD files which can be used
later in the analysis workflow.

The generator allows us to set the center-of-mass energy, the threshold energy of the sphaleron,
and the probability of positive changes in the Chern-Simons Number (∆N = +1) and also allows
to turn off parton cancellations. For this thesis, the center-of-mass energy is set to 13 TeV with
a probability of positive changes in the Chern-Simons number of 0.5 (which leads to the same
probability for positive and negative changes) together with the option of parton cancellations. In
total, five signal samples with different threshold energies (8 to 10 TeV in steps of 500 GeV) with
≈ 150.000 events each were created. The high number of events is needed for statistical reasons,
as specific selections of each of the three final states reduce the number of events significantly.

The final particle content of this signal is significantly different to those described previously.
Instead of a two particle final state, a sphaleron decay produces events with a high multiplicity
as described in Section 2.2. The particle content and the number of particles per event can be
found in Figure 5.7. The number of up quarks is significantly higher than other particles, as the
sphaleron is mostly created by colliding up quarks. In the case of ∆NCS = +1, these up quarks
do not cancel out (see for example Equation 2.20 in Section 2.2). Equation 2.20 also shows why
the number of quarks is higher than the number of leptons as at least nine quarks are generated
compared to only three leptons. Additionally, the shape of the collinear mass does not show a
peak like structure, like the Z’ or RPV, but a widespread, falling distribution over the whole mass
spectrum (see Figure 5.8) more similar to the one in the QBH interpretation.

The cross section is calculated using the parametrization described in Section 2.2. The code for
the cross section calculation and the results were developed and checked in close contact with
Kazuki Sakurai, the main author of [26]. The script can be found at [167].

The CT14 PDF set was chosen, following the recommendation from the CMS MC group and the
previously published CMS sphaleron search. The CT14 PDF set does not use modern machine
learning techniques e.g. the NNPDF, which could lead to a problem since the signal lies mainly in
the high energy regime where the amount of data is not sufficient to train a machine learning
network. The result of the cross section calculation using the CT14 PDF set can be seen in
Table 5.5.
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Figure 5.8.: Mass distribution of the sphaleron decay using all outgoing particles (left) and only a muon
and a tau (right). For the left plot, the threshold at the potential maximum is clearly visible as a sharp
edge while for the right plot the edge is strongly smeared out leaving a wide, falling distribution over
the full mass range.

Table 5.5.: Cross section of the different sphaleron energies ESph using the CT14 PDF set.

ESph (GeV) σ (qq̄ → Sph → X) (fb)
8000 150
8500 48.8
9000 13.96
9500 3.34
10000 0.63
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5.4.5 Signal Efficiency

Figure 5.9 shows the acceptance times efficiency (A × ϵ) of the selection of a µτ pair for all four
different interpretations as the function of the theoretical mass mtheo corresponding to the mass
points shown in the cross section tables in Section 5.4. In the case of the sphaleron, mtheo = Esph.
The SSM Z’ signal shows a curved shape due to its significant off-shell production for higher
energies, reaching a maximum of about 23 % at 2 TeV and then going down again. Instead, the
RPV and the QBH interpretation show a rise in efficiency for lower energies which then saturates
in the high energy regime at 1 TeV with around 25 % followed by a slowly falling slope.

Due to its rather flat signal shape with a significant amount of events to be found in the low
energy regime, the resulting selection efficiency of the sphaleron signature lies at around 9 to
10 %, which is approximately half of the average efficiency of the SSM Z’.
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Figure 5.9.: Plot of the acceptance times efficiency for the four different interpretations. The SSM Z’
(orange) signal shows a curved shape due to its significant off-shell production for higher energies
whereas the RPV (black) and the QBH (green) interpretation show a rise in efficiency for lower energies
which then saturates in the high energy regime. The sphaleron signal (red) shows a significantly
smaller efficiency due to its signal shape.
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5.5 Normalization and Corrections

Even though the simulation of Standard Model background processes is done at a high precision
level, it can not reproduce all effects and unforeseen impacts of the detector and data taking. To
account for these effects, and to get a better description of the actual measurement, one uses
corrections or scale factors.

These include higher order cross section calculations of the relevant processes as well as weights
calculated from the comparison of the simulation and the measured data.

Lastly, the simulated background also needs to be normalized to the actual measured luminosity
for each single year. The final normalization factor, assuming all corrections and additional
weights are already applied, is:

w =
σ · L
Ngen

, (5.1)

with σ being the cross section of the specific process, L the integrated luminosity of the data
collected and Ngen the total number of generated events.

The following section will describe all corrections and scale factors applied in this analysis.

5.5.1 Pileup

During proton-proton collisions, more than one single interaction happens per bunch crossing.
It is possible to have multiple collisions at nearly the same time. The additional interactions,
which are not the hard process one is interested in, are called pileup [168]. The higher the
instantaneous luminosity, the higher the number of such pileup interactions. An example of the
distribution in the simulation and in the measured data of the pileup, represented by the number
of reconstructed vertices per event, can be seen in Figure 5.10. Simulated events are created
assuming a total inelastic cross section (also called mini bias cross section) of 69.2 mb [169]. As
one can see, the simulation differs from the measured data. Therefore, the MC is corrected to
create a better representation of the actual measurement by applying an event weight correction
factor on the simulated samples.

A comparison of the distribution of the number of primary vertices before and after applying
the pileup correction can be seen in Figure 5.11. This correction is applied per single event to
the Monte Carlo, depending on the number of primary vertices reconstructed in the event. It
does not change the normalization of the process but instead affects its shape. The application of
this correction does not necessarily lead to better data to Monte Carlo agreement in the number
of primary vertex distributions at the final stage of the analysis. Especially, in the high pileup
regime, it is difficult to model such distribution even using data driven techniques.
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Figure 5.10.: Example of the pileup distribution in the simulation (blue) and the measured data (black)
from the year 2016. From these distributions, a correction factor is calculated and later applied to the
simulation on an event by event basis.
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Figure 5.11.: Distribution of the number of primary vertices before (left) and after (right) applying the
pileup correction for the year 2016.
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5.5.2 Prefiring

In the years 2016 and 2017, a radiation induced transparency loss in the ECAL crystals led to
a shift of the ECAL pulse shape. This pulse shift introduced a rising timing calibration offset,
which was not corrected online for the ECAL trigger primitives (TP). The shape would move
into the edge of the trigger bunch crossing assignment, leading to a wrong assignment of energy
deposition to the previous bunch crossing. This could lead to the acceptance of the earlier bunch
crossing as the "interesting" one, whereas the actual bunch crossing would be rejected due to the
dead time of the trigger and the low energy deposition. Such an effect is called "prefiring" and
was corrected in early 2018 [170].

As prefiring is not well simulated, additional corrections have been introduced for 2016 and 2017
to take this phenomenon into account [171].

5.5.3 Trigger

To ensure a well fitting description of the behaviour of the chosen combination of triggers for the
different final states, the trigger efficiency in simulation and measured data is compared.

Differences between the modelling of the trigger and the actual measurement are taken into
account by applying a trigger scale factor to the Monte Carlo description, achieving a consistent
efficiency curve.

These scale factors are approved and provided by the different CMS physics object groups
(POG) [121, 172]. The trigger scale factors used in the eτ channel were calculated by Amandeep
Kaur Kalsi and can be found in Section A.2.

All trigger combinations show a so-called "turn-on" effect at low pT which describes the area of
the rising edge where the efficiency has not yet reached its plateau. As this part is difficult to
simulate, a suitable low pT threshold to avoid this turn-on range is introduced for the triggering
object.

An example of this "turn-on" effect from the single muon trigger used in this thesis can be seen
in Figure 5.12, showing the L1 + HLT efficiency as a function of the muon pT. The efficiency is at
zero for pT < 40 GeV and then starts to rise reaching its plateau around 50 GeV.

5.5.4 Top Background

As mentioned in Section 5.3, the top background is the dominant process to produce a final state
with two leptons of different flavours. Therefore, it is important to have a precise description of
its contribution and shape. Therefore, a formula was derived to include NNLO QCD and NLO
EW corrections to the shape of the top background [150].

The correction takes the top and antitop transverse momentum into account and uses the
geometrical average of both weights:

wtop,antitop = e0.0615−0.0005 GeV−1·ptop,antitop
T , w =

√
wtop · wantitop. (5.2)

This weight factor introduces additional systematic uncertainties, which result from the theory
calculation. These include the uncertainty from the chosen PDF set by varying the weight, as
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Figure 5.12.: L1 + HLT efficiency of the non-isolated single muon trigger as a function of the muon pT .
The efficiency starts at zero for muons with a pT < 40 GeV and then begins to rise, reaching its plateau
around 50 GeV. Taken from [173]

well as the uncertainty on the Q scale by varying the renormalization and factorization factor
between 0.5 and 2. These uncertainties can be seen in Figure 5.13.

5.5.5 Object Related Corrections

Similar to trigger scale factors, the reconstruction and identification of physical objects can differ
between the simulation and the actual detector response and measurement. To correct these
discrepancies, each POG provides scale factors for their ID and the reconstruction.

Electron

The efficiency of reconstructing an electron object differs between the MC simulation and the
measured data. To correct this, the E/Gamma POG provides "reco scale factors" binned in the
super cluster η of the electron object. The sizes of the correction vary between 1-2 % and are
provided for each year [122].

The scale factors on the HEEP identification efficiency of the electron are found to be flat in
pT. They are provided for the Barrel and the Endcap for each year of Run 2 and can be seen in
Table 5.6.

Additionally, differences in the scale and resolution, mainly measured in Z → ee events, are
observed and corrected. This can be done by smearing the resolution in the simulation to fit the
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Figure 5.13.: Shape of the NNLO QCD + NLO EW tt background with the PDF and Q scale systematic
uncertainties shown in gray and green, respectively. These can rise to over 50% at high invariant masses
and provide the dominant uncertainty for this background (taken from [134], by Reza Goldouzian).

Table 5.6.: Scale factors for the HEEP identification efficiency to correct for differences between Monte
Carlo simulation and measured data for all three years of Run 2 with their corresponding statistical
uncertainty provided by the CMS EGamma POG [122].

Year Barrel Endcap
2016 0.971 ± 0.001 (stat.) 0.983 ± 0.001 (stat.)
2017 0.967 ± 0.001 (stat.) 0.973 ± 0.002 (stat.)
2018 0.969 ± 0.000 (stat.) 0.984 ± 0.001 (stat.)

measured one. This correction from the E/Gamma POG is already applied "out-of-the-box" to
the official NanoAOD samples.

Muon

Similar to the electron object, the muon object also needs corrections to mimic the behaviour of
the data in the simulation. The CMS Muon POG provides scale factors for the reconstruction and
identification efficiency. Moreover, it also provides scale factors for the isolation efficiency of the
muon [174–176].

The differences between simulation and data for the reconstruction efficiency lie between 0.8 %
and 2 % for increasing momenta. For the identification efficiency, the difference is between 0.8 %
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for small values in η and up to 2.7 % for high η muons, independent of the pT. The difference in
the isolation efficiency lies around 0.1 % or lower.

Additionally, an extra Gaussian smearing is applied to the simulation to match the measured
resolution. This smearing is applied to muons with an |η| > 1.2 where the measured resolution
in boosted Z events shows a difference between data and simulation, where the resolution in MC
appears to be more narrow. Therefore, an additional smearing of 15 % is applied to the muon
momentum by drawing a random number from a Gaussian distribution:

pnew = p · (1 + G(0, 0.57 · σ(p, η))) (5.3)

where p is the muon momentum and G the Gaussian function with a mean 0. The σ in this
case corresponds to the parametrization of the momentum resolution which depends on η and
the momentum p, varying for each year [174–176]. A 4th degree polynomial is chosen for the
parametrization:

σ(p) = a + b ·
( p

GeV

)
+ c ·

( p
GeV

)2
+ d ·

( p
GeV

)3
+ e ·

( p
GeV

)4
. (5.4)

The parameters a, b, c, d and e can be found in Table 5.7 depending on the η and the year.

Table 5.7.: Parameters of the muon momentum resolution for different ranges of η, per year of Run 2,
provided by the Muon POG. This parameters are used for the smearing of the Monte Carlo simulation,
as well as to estimate the resolution uncertainty [174–176].

2016

a b c d e
0.0 ≤ |η| < 1.2 0.006 0.00001 −1.0 · 10−7 −5.7 · 10−11 −1.1 · 10−14

1.2 ≤ |η| < 2.1 0.0134 0.000063 −4.7 · 10−8 −2.6 · 10−11 −5 · 10−15

2.1 ≤ |η| < 2.4 0.0151 0.000114 −3.7 · 10−8 −3.9 · 10−12 1 · 10−15

2017

a b c d e
0.0 ≤ |η| < 1.2 0.0053 0.00011 −1.3 · 10−7 +6.9 · 10−11 −1.3 · 10−14

1.2 ≤ |η| < 2.1 0.0136 0.000063 −2.6 · 10−8 −1.3 · 10−11 3 · 10−15

2.1 ≤ |η| < 2.4 0.0170 0.000084 2.6 · 10−9 −2.3 · 10−14 8 · 10−15

2018

a b c d e
0.0 ≤ |η| < 1.2 0.0062 0.000096 −9.7 · 10−8 −4.9 · 10−11 9 · 10−15

1.2 ≤ |η| < 2.1 0.0136 0.000052 −2.4 · 10−8 −5.5 · 10−11 0
2.1 ≤ |η| < 2.4 0.0174 0.000087 −3.3 · 10−9 −1.6 · 10−11 5 · 10−15

Regarding the pT assignment, the muon system becomes more important for high-pT muons.
The Rochester method, which was used in earlier years and for low to medium-pT muons to
estimate the scale bias from the Z peak measurement, is not reliable anymore. A new momentum
scale measurement, named "Generalized Endpoint" (GE), was developed for high-pT muons [123].
Rather than providing a scale correction, this method calculates uncertainties on the scale which
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cover the differences between the simulation and the measured data.

Tau

As explained in Section 4.4.3, the tau identification provides three discriminators, namely against
jets, muons and electrons. Each of these performs slightly differently in simulation compared
to the measurement. These differences depend on the decay mode but are flat in pT, especially
in the regime which is of interest for this thesis. The size of the difference between data and
MC for the anti jet discriminator ranges from 5 to 12%. The impact of the scale factors of the
anti-electron and anti-muon discriminator is small. They only apply to tau objects coming from
electrons or muons and the discrimination performance is very strong.

Additionally, the simulated tau energy scale is corrected to mimic the behaviour of the actual
measurement. For taus with a pT < 34 GeV, the corrections are coming from the measurement of
Z→ ττ, whereas for taus with a pT > 170 GeV they come from W*→ τν, correcting a shift in the
energy measurement of the tau object. For taus in between these pT values, the correction factor
is calculated as a linear interpolation between these two extrema.

The energy scale correction depends on the pT, as well as on the decay mode of the tau.

p⃗miss
T & Jets

The quantity p⃗miss
T , described in Section 4.5, depends on the reconstructed objects in the event.

Specifically, changes in the quantities connected to jet objects lead to significant changes in the
p⃗miss

T calculation.

The difference arising from the jet energy correction is taken into account to calculate the so
called "type-1" p⃗miss

T :

p⃗miss,JECcorrected
T = p⃗miss

T − ∑
i∈jets

( p⃗i,JEC
T − p⃗i

T)− ∑
i∈unclustered

p⃗i
T. (5.5)

Here, in the first sum, p⃗i,JEC
T corresponds to the jet pT including the jet energy correction whereas

p⃗i
T is the pT of the uncorrected jet object. The second sum describes the amount of pT originating

from PF candidates where the algorithm was not able to associate them to neither an electron,
muon, photon, hadronic tau nor jet [133].

Jet energy corrections are applied in different steps. Initially, the object is corrected for additional
energy coming from pileup by comparing events with and without pileup overlay in simulated
events. To determine the necessary correction in data, differences between the actual measurement
and the simulation are calculated using a random cone method in zero-bias events. These events
are triggered without considering a specific event content.

Additionally, a response correction is calculated by comparing generator jets to the simulated
detector response for different jet sizes. Afterwards, the data is corrected to the residual difference
between the measurement and the simulation using dijet, Drell-Yan and multijet events, using
the pT balancing and the missing transverse momentum projection fraction method [177]. These
corrections are then propagated to the p⃗miss

T calculation following Equation 5.5.
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As this thesis uses high-pT muons with the Tune-P pT (see Section 4.3), the p⃗miss
T calculation

coming from the PF algorithm also needs to be corrected by the difference between the PF muon
pT and the Tune-P pT:

p⃗miss, f inal
T = p⃗miss,JECcorrected

T − ∑
i∈muons

( p⃗i,Tune−P
T − p⃗i,PF

T ). (5.6)

Due to an interplay between the ECAL ageing, the pileup, and the LHC bunch structure, an
enhanced p⃗miss

T tail in the measurement was observed in 2017, which was not visible in the
simulation. To cope with this so called "EE Noise", an additional correction for the p⃗miss

T was
introduced for the year 2017. This problem was not present in 2016 and was fixed after the 2017
run was completed [178].

5.6 Discriminating Variable

The discriminating variable between the signal and the background for this analysis is the
invariant mass of the lepton pair. Regarding tau channels, the invariant mass calculation of the
actual tau and the other lepton is more difficult than for the eµ channel, since the tau decays
before reaching the detector and only the visible, hadronic part can be reconstructed.

To take this effect into account, a new variable is defined called "collinear mass", which approxi-
mates the four momentum of the tau object. Besides the visible decay product τvis, a neutrino is
produced showing up as p⃗miss

T in the measurement. As the tau object is assumed to have high
momentum, the decay products are boosted in the same direction and, most likely, propagate
in the same direction. The p⃗miss

T vector is projected onto the pT vector of the tau (p⃗τ
T) to create

the p⃗miss
T object going in the same direction as the tau, called p⃗miss

T,coll. A correction factor x is
defined as the ratio of the magnitude of the visible tau momentum pτ

T and the sum of pτ
T and the

magnitude of the collinear missing transverse momentum pmiss
T,coll:

x =
pτ

T

pτ
T + pmiss

T,coll

. (5.7)

Now, the four momentum of the visible tau τvis can be rescaled to approximate the tau four
momentum including the neutrino, τcoll, using this correction factor x:

τcoll =
τvis

x
. (5.8)

The final discriminating variable is then the invariant mass of this new tau object τcoll and the
light lepton:

m2
ℓτcoll

= (ℓ+ τcoll)
2, (5.9)

with ℓ representing the four momentum of the light charged lepton and τcoll being the tau four
momentum from the collinear approximation.

Figure 5.14 shows the resolution of three different approaches to reconstruct the mass of the two
lepton system. The resolution is derived by subtracting the reconstructed mass from the mass on
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generator level and further dividing this difference by the generator mass:

(m − mgen)/mgen. (5.10)

The first blue curve uses the visible reconstructed objects, in this case the muon and the visible
reconstructed hadronic tau. The "visible mass" approach, pictured in green, includes the p⃗miss

T of
the events by adding the four momenta of the three objects3 (muon, tau and p⃗miss

T ) and calculating
the invariant mass. Lastly, the red curve shows the resolution for the presented collinear mass
approach.

Using only the visible objects of the event, a significant amount of information is lost, smearing out
the resolution significantly. While adding the p⃗miss

T information recovers most of this information,
the collinear mass approach provides the best way of reconstructing the invariant mass of the
muon and the underlying tau object since it includes the approximation of the neutrino and its
direction.
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Figure 5.14.: Resolution of the different approaches to reconstruct the invariant mass of the µτ system,
using a simulated sample of an SSM Z’ with a mass of 1.5 TeV. The blue curve uses only the visible
reconstructed objects (visible mass), the green curve additionally includes the p⃗miss

T (total mass) and
the red curve shows the resolution using the collinear mass approach.

3As p⃗miss
T is only measured in the x-y-plane, the η component of the four vector is set to 0 to create an usable four

vector object.

78



5.7. Mass Resolution

5.7 Mass Resolution

Using the produced RPV signal samples, a study was done on the mass dependency of the
resolution. For each mass point, the reconstructed mass was compared to the generated mass,
using Equation 5.10.

To determine the relative resolution per mass point, a Gaussian fit was performed, using the
standard deviation as the mass resolution. This procedure is illustrated in Figure 5.15 (left) for
the RPV signal point with the tau sneutrino mass of 1000 GeV. Figure 5.15 (right) shows all mass
points with their corresponding relative resolution. At lower masses, the assumption that the
reconstructed tau object and the neutrino are necessarily boosted in the same direction (as they
both carry a high momentum) does not hold anymore, leading to a lower mass resolution. At
very high masses, where the collinear approximation holds, the object resolution of the muon
and the tau dominate leading to a slowly declining resolution.
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Figure 5.15.: Relative resolution of one RPV signal mass point for a tau sneutrino mass of 1000 GeV (left),
and for all mass points (right) for the µτ channel. The resolution at the lower mass regime is worse as
the assumption of a collinear tau does not hold for low energies.

The bin width of the collinear mass is chosen according to this measurement of the relative
resolution, choosing a minimum step width of 50 GeV at low masses. At high masses, the
provided background statistics need to be accounted for as well, leading to wider bins compared
to the calculated resolution.
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5.8 Event selection

This section will describe the selection criteria for each of the three channels, to accept an event
for the final stage of the analysis. As explained previously, all three possible leptonic channels,
eµ, eτ and µτ, will be described, since the final mass distribution of the eµ and the eτ channel
is used in the statistical interpretation. All channels contain, exclusively, certified events which
are additionally filtered for harmful detector effects or reconstruction problems. These filters
are developed by the CMS JetMET particle objects group, as these issues usually show up in the
measurement of the p⃗miss

T and, therefore, these filters are called p⃗miss
T -filter4 [133].

The recommended filters are:

• Primary Vertex Filter: Only events with primary vertices of good quality are accepted.
Problematic events are, for example, events with high energy deposition in the calorimeters
while lacking hits in the tracker system or hard collisions that happened outside of the
detector center.

• Beam Halo Filter: Secondary particles produced by the interaction between the beam and
the residual gas or with the pipe of the LHC can create a halo, depositing energy in the
calorimeter system. If these halo interactions are identified, the event is vetoed.

• HBHE Noise Filters: The scintillator system of the HCAL is known to create sporadic noise,
regardless of the beam condition. By taking into account the number of occupied pixels,
the quality of the shape and the topology of the signal, these noise events are selected and
vetoed.

• ECAL TP Filter: Some crystals in the ECAL are marked as single noise crystals during the
reconstruction. This can be due to radiation which can turn single crystals into "dead" cells
or due to a missing data link to the front end of the electronics. Using trigger primitive
(TP) information the energy can still be approximated. As the TP ET saturates at 127.5 TeV,
events with ECAL towers from the affected regions close to the TP saturation are vetoed.

• Bad PF Muon Filter: The quality of a muon candidate can be sufficiently high to be
considered as a PT muon but still fail the later muon identification quality criteria. This
muon is still used in the PF p⃗miss

T calculation. Events with such muons with a pT greater
than 100 GeV are vetoed.

• EE badSC Noise Filter: Two Endcap supercrystal regions in the ECAL show anomalously
high energy spikes, appearing in several channels simultaneously. Events showing these
spikes in these specific regions are vetoed. This filter only affects events from measured
data and not simulation.

• ECAL bad calibration filter: Some crystals in the high η region of the ECAL Endcap show
large laser calibration corrections in the years 2017 and 2018. Events showing this issue in
these two years are vetoed.

After selecting certified events and vetoing events containing the described p⃗miss
T effects, additional

channel specific selections are applied which will be described in the following subsection. The
selections are chosen to keep the analysis as model independent as possible.

4For historical reasons these filters are often called MET-filters, as p⃗miss
T used to be referred to as "missing

transverse energy".
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5.8.1 µτ channel

For 2016 data, the µτ channel uses a combination of the Muon POG recommended high-pT
muon triggers HLT_Mu50 and HLT_TkMu505 In 2017 and 2018, the tracker muon trigger threshold
was changed to 100 GeV. Additionally, it is recommended to add the HLT_OldMu100 trigger.
The HLT_Mu50 is the main trigger while the HLT_TkMu50/100 and HLT_OldMu100 recover small
inefficiencies observed in the high-pT regime.

After the trigger selection, the events have to contain at least one high-pT muon and one DeepTau
tau fulfilling the identification criteria of the tight working point as mentioned in Chapter 4.
The muons must have a pT > 53 GeV to stay out of the turn-on region of the single muon trigger,
while the tau has to have a pT > 50 GeV and an |η| < 2.4. Events containing a HEEP electron with
pT > 35 GeV are vetoed to avoid overlap with the other channels.

To reduce Drell-Yan background, events containing well-separated di-muon pairs are rejected.
These pairs are defined by passing the high-pT muon ID with a pT > 10 GeV, |η| < 2.4 and a
tracker-based isolation smaller than 0.15 with a ∆R between both muons bigger than 0.2.

It was observed that the regime of low transverse masses mT of the light lepton and the p⃗miss
T are

dominated by fake tau events. The transverse mass is defined as:

mT =

√
2pℓT pmiss

T (1 − cos
(

∆ϕ( p⃗ℓT, p⃗miss
T )

)
(5.11)

where pℓT is the transverse momentum of the light lepton. The final signal region with reduced
fake tau contamination is set at mT > 120 GeV.

If the event contains more than one µτ pair, the combination with the highest collinear mass is
chosen for the final analysis.

5.8.2 eµ channel

The eµ channel uses the same muon trigger combination as mentioned in the µτ channel in
combination with a single photon trigger HLT_Photon175 to recover small efficiency losses in the
high invariant mass regime. In 2017, the threshold of the single photon trigger was also raised
for these two years to 200 GeV, which was kept for 2018.

The next step in the selection regards the two leptons in the final state. All events need to have
at least one electron and one muon fulfilling the identification criteria described in Chapter 4,
including the relative track-based isolation of 0.1. To stay above the turn-on regime of the single
muon trigger and to stay inside the acceptance region, the muon must have a pT > 53 GeV and
an |η| < 2.4.

The electron pT has to be greater than 35 GeV to fulfil the HEEP requirements. An electron
candidate is rejected if a muon candidate has a pT > 5 GeV and the ∆R muon track relative to
the electron track is smaller than 0.1. These criteria reject muons that can be misidentified as
electrons due to their production of Bremsstrahlung in the ECAL.

5The Mu stands for the triggering object, the Tk specifies that the triggering muon is a tracker muon (see Section 4.3)
and the number 50 defines the trigger pT threshold in GeV.
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If the event contains more than one eµ pair, the combination with the highest invariant mass is
chosen for the final analysis.

5.8.3 eτ channel

For the channel with an electron and tau in the final state, the trigger combination consists of
two single electron triggers and one single photon trigger to ensure the highest efficiency in the
high-pT regime. The recommended triggers were chosen, namely the HLT_Ele27_WPTight_Gsf
which uses a tight isolation criterium on the electron, and the HLT_Ele115_CaloIdVT_GsfTrkIdT,
which has a higher threshold but no isolation requirement. To recover some efficiency loss at the
high-pT regime, the same single photon trigger as in the eµ channel is used with a threshold of
175 GeV for 2016 and 200 GeV for 2017 and 2018.

After the trigger selection, the events must contain at least one electron and one tau fulfilling
the identification described in Chapter 4. Both leptons are required to have a pT > 50 GeV. To
avoid overlapping with the other channels, events containing additional high-pT muons with a
pT > 35 GeV, |η| < 2.4 and relative tracker base isolation < 0.15 (see Section 4.3) are vetoed.

Additionally, to reduce the contamination of Drell-Yan background, events with well-separated
di-electron pairs fulfilling a looser cut base electron identification [120] with a pT greater than
10 GeV inside of the acceptance of |η| < 2.5 and a ∆R < 0.5 are rejected.

To reduce the amount of fake tau contamination, as in the µτ channel, the transverse mass of
the electron and the p⃗miss

T have to be greater than 120 GeV. Again, in the events containing more
than one eτ pair, the combination with the highest collinear mass is chosen.
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5.9 Estimation of jet → τ Fake Contribution in the µτ Channel

As taus are reconstructed from jets, genuine jets misidentified as a tau present a relevant
contribution to the background of this analysis. Despite the strong discrimination against these
jets by the reconstruction and identification algorithms, the huge amount of jets produced during
proton-proton collisions make this a non-negligible background.

This analysis uses a so called "ABCD-method" to determine the fake rate estimation ("MisID τ")
from data. One main assumption of this method is that the Monte Carlo simulation is working
well for reconstructed tau objects originating from actual taus. The background enhanced region
is defined by flipping the mT > 120 GeV requirement, therefore defining the signal region (SR) as
mT > 120 GeV and the control region (CR) as mT < 120 GeV, as this region is highly populated
by fake events.

Furthermore, each of the two regions gets divided into an isolated and a non-isolated region. The
isolated region is defined by using the tight working point of the tau id (Section 4.4.3). Therefore,
the tau candidate in that region has to fulfil the tight working point, while for the non-isolated
region, the candidate must fail the tight working point but fulfil the loose working point.

To calculate the contribution from jets faking taus, one has to subtract events from simulation
where the reconstructed tau object originates from a genuine tau lepton.

The second assumption to be made is that the ratio of events fulfilling the tight working point to
events failing the tight but fulfilling the loose working point (also called "Tight-to-Loose-Ratio")
does not change between the CR and the SR. The final regions used for the data driven method
are:

• Region A (non-isolated SR): In this region, all the selection criteria explained in Section 5.8.1
stay the same except for the tau identification requirement. This means that the tau
candidate is failing the tight DeepTau working point but fulfilling the loose working point.

• Region B (isolated SR): This region corresponds to the final signal region used in the
analysis as explained in Section 5.8.1.

• Region C (non-isolated CR): This region contains events with mT < 120 GeV, failing the
tight DeepTau working point but fulfilling the loose working point.

• Region D (isolated CR): The isolated control region contains events with tau candidates
that fulfil all requirements described in Section 5.8.1, but with mT < 120 GeV.

A sketch of these regions can be seen in Figure 5.16.

The fake rate FR is then defined dividing the number of events ND by the number of events NC.
This ratio is then applied to region A, resulting in the final fake contribution ("MisID τ") in the
SR of the analysis:

FR =
ND
NC

!
=

NB
NA

→ NB = FR · NA =
ND
NC

· NA, (5.12)

where Ni (with i = A,B,C,D) corresponds to the number of data events per bin in the specific
region after subtracting the non-jet contribution from simulation:

Ni = Ndata,i − Nnon−jets
MC,i . (5.13)
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Figure 5.16.: Simplified sketch of the different regions used in the ABCD or Tight-to-Loose method to
estimate the jet faking tau contribution from data. The fake rate is estimated in the control regions by
dividing the number of events ND by the number of events NC and is then applied to the signal region
A.

The calculated FR is binned in the pT of the tau candidate as well as in the ratio between the pT
of the tau candidate and the pT of its underlying jet. Moreover, it is taken into account if the tau
candidate was found in the Barrel or the Endcap region. The binning size is chosen such that
each bin contains enough statistics to avoid negative entries.

The ratio between the pT of the tau candidate and the pT of the jet object that is used to
reconstruct the tau (underlying jet) is introduced to take the dependence of the fake factor
from the underlying jet activity into account. If the ratio is small, the underlying jet has a
greater pT than the tau candidate. Therefore, the tau candidate is built only from parts of the jet
which indicates high activity in the region of the tau candidate. This high activity decreases the
probability that the tau candidate is identified as a well isolated tight tau leading to a small fake
factor.

As an example, the final FR in the mentioned binning for the year 2018 can be seen in Table 5.8,
while the years 2016 and 2017 can be found in Section A.3.
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Table 5.8.: Calculated fake rates FR obtained for the year 2018 for the different tau pT and tau pT over jet
pT bins in the barrel and Endcap region. The error shown is of statistical nature only.

2018

pτ
T [GeV] pτ

T / pjet
T fake rate (barrel) fake rate (endcap)

50 − 80

0 − 0.5
0.5 − 0.6
0.6 − 0.65
0.65 − 0.7
0.7 − 0.75
0.75 − 1.0
1.0 − 3.0

0.032 ± 0.001
0.042 ± 0.001
0.047 ± 0.001
0.048 ± 0.001
0.050 ± 0.001
0.063 ± 0.001
0.093 ± 0.02

0.032 ± 0.002
0.041 ± 0.002
0.042 ± 0.002
0.041 ± 0.002
0.041 ± 0.002
0.069 ± 0.003
0.060 ± 0.013

80 − 150

0 − 0.5
0.5 − 0.6
0.6 − 0.65
0.65 − 0.7
0.7 − 0.75
0.75 − 1.0
1.0 − 3.0

0.019 ± 0.004
0.025 ± 0.003
0.030 ± 0.003
0.031 ± 0.002
0.036 ± 0.002
0.063 ± 0.002
0.083 ± 0.013

0.027 ± 0.006
0.022 ± 0.004
0.025 ± 0.004
0.034 ± 0.004
0.053 ± 0.004
0.068 ± 0.004
0.064 ± 0.013

150 − 1000
0 − 0.7
0.7 − 1.
1. − 3.

0.022 ± 0.005
0.078 ± 0.005
0.06 ± 0.03

0.035 ± 0.009
0.070 ± 0.009
0.08 ± 0.03

5.9.1 Validation of the fake rate estimation method

To validate the method of estimating the tau fake contribution from jets ("MisID τ") one can
test its performance on the Monte Carlo simulation using events assumed to be well modelled,
namely, events where the tau can be matched to a generator level jet. The resulting distribution
is then compared to the Monte Carlo description of this contribution, mainly coming from
W+jets.

Thus, instead of data, one uses the full Monte Carlo description split into the regions explained
previously. Instead of only jets faking taus, one also uses the orthogonal set of only genuine taus
to calculate the fake rate. This so called "closure" FR is then applied to region A of the simulated
background. The resulting distribution is then compared to the pure MC description in region B.
The outcome of this validation in the pT of the tau can be seen in Figure 5.17.

Comparing the distributions from the ABCD method to the simulation in the final signal region,
one can see a good agreement, considering statistical uncertainties. To take the remaining
differences into account, an additional systematic uncertainty of 50 % is added for the description
of the misidentified tau background, as recommended by the CMS Exotica (EXO) working
group [179].
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Figure 5.17.: Validation of the fake rate method to determine the tau fake contribution from jets ("MisID
τ") using only Monte Carlo simulation in the pT of the tau. The comparison of the distributions
from the ABCD method compared to the simulation in the final signal region shows good agreement
considering the statistical uncertainties.
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5.10 Systematic Uncertainties

Besides the statistical uncertainty arising from the number of measured or generated events per
bin, systematic uncertainties must also be considered. These can be object related uncertainties
(e.g. on the momentum scale of the lepton) or general uncertainties (e.g. on the measured
luminosity for each year). These uncertainties can affect the normalization (e.g. an uncertainty
on the theoretical cross section on a specific background) or the shape, as properties of single
objects in an event are shifted.

The systematic uncertainties used in the three channels are:

• Pileup: The minimum bias cross section used to create the pileup reweighting mentioned in
Section 5.5 is shifted by ±5 %, following the recommendation of the CMS LUMI POG [136].
The effect on the final distribution is evaluated by repeating the analysis with the shifted
pileup distribution. The uncertainty is considered to be correlated between the three years
and has an impact of about 1 % on the final mass distribution.

• Luminosity: The uncertainty on the measured integrated luminosity affects the normal-
ization of the background and signal description. The value is 1.2 % for 2016, 2.3 % for
2017 and 2.5 % for 2018. The uncertainties are treated as uncorrelated between the three
years, following the recommendation of the CMS Lumi POG and the CMS Exotica Group
combine contact during the publication phase of this analysis.

• Trigger: The applied corrections on the trigger combination have associated up and down
uncertainties, affecting the shape of the distributions. The uncertainties on the applied scale
factors are pT and η dependent and reach from 0.2 % for low pT muons and up to 10 % for
muons with pT > 500 GeV resulting in an impact on the total background distribution of
0.1 % at low masses up to 4 % at high masses. For electrons, the trigger efficiency is close to
100 %, as its uncertainty is < 1 %. Thus, this uncertainty can be neglected for the electron
triggers, following the recommendation of the CMS EGamma particle object group [122].

• Prefiring: The weights correcting the prefiring effect in 2016 and 2017 (Section 5.5.2) also
have associated uncertainties. The analysis is repeated using the upwards or downwards
uncertainty of these event weights which results in a changed shape of the final distribution.
The resulting impact of this uncertainty is around 1 % on the final mass distribution.

• Background Cross Section: The uncertainty on the normalization of the background de-
scription coming from the theory cross section is taken from their higher order calculations
as recommended by the CMS Monte Carlo Generator Group:

– tt: 4 % [180]

– Diboson: 3 % (WW, ZZ), 4 % (WZ) [181, 182]

– Single top: 4 % [183]

– Drell-Yan: 2 % [182]

• Top shape: Besides the cross section uncertainty, the shape uncertainty on the top back-
ground from NNLO corrections are also taken into account. As explained in detail in
Section 5.5.4, this uncertainty is split into two sources, one coming from the variation of the
chosen PDF and one from the uncertainty on the renormalization and factorization scale
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of the generator. The one arising from the PDF variation provides the main uncertainty
on the tt background description, was evaluated to be up to 20 % on the tt background at
a collinear mass of 2 TeV, resulting in an uncertainty on total background description of
2 − 5 % at low masses and 10 % at high masses.

• WW shape: Missing corrections to the WW background description are treated by intro-
ducing an additional uncertainty on the shape of this process using NLO electroweak
calculations [184]. The uncertainty has been parametrized as a second order polynomial as
a function of the invariant mass mℓℓ of the lepton pair:

∆ = 1 −
(

0.993 − 2.001 · 10−4 × mℓℓ + 2.838 · 10−8 × mℓℓ

)
(5.14)

This polynomial is applied as an event weight factor 1±∆ on the WW background, creating
a symmetric uncertainty. The impact on the total background description is around 0.1 to
2 %.

• MisID background: As explained in Section 5.9.1, the background description coming
from fakes is associated with an uncertainty that was set to 50 %. Its impact is up to 25 %
on the full background description in the low energy regime where fakes dominate the
prediction, making it the main uncertainty of the muon channels.

• Muon Energy Scale: As mentioned in Section 5.5.5, the scale of the muon differs between
simulation and measured data. These differences are addressed by introducing an uncer-
tainty on the scale using the "Generalized Endpoint" method [123], leading to a shift in
the muon scale and, therefore, a change in the shape of the distributions. The effect of the
muon energy scale uncertainty on the total background description is around below 1 %
for low masses and rises up to nearly 20 % for high collinear masses.

• Muon pT Resolution: As mentioned in Section 5.5.5, the resolution of the muon pT in
the simulation is smeared out to match the one measured in data. The uncertainty of this
smearing is determined by applying the Gaussian shift using the same parametrization
(Table 5.7) as in Section 5.5.5, but with a factor of 0.46 instead of 0.57, corresponding to a
10 % shift up and down. The effect of this shift on the final shape is of the order of 1-3 %.

• Muon Scale Factors: The uncertainties arising from the scale factors, namely from the
isolation and the identification efficiency of the muon objects, are applied by shifting the
value of the scale factor up and down on an event-by-event basis. For the reconstruction
efficiency, this uncertainty lies at around 0.07 to 0.4 %, for the ID < 0.3 % and for the ISO it
lies below 0.1 % resulting in an impact on the final collinear mass distribution of less than
1 %.

• Tau Scale Factor: The tau energy scale factor as well as the DeepTau identification scale
factors have uncertainties associated with them, dependent on the decay mode and the
discriminator type. The size of these uncertainties is about the same as the correction
itself, lying in the order of 2 % or less for high pT taus. These are also applied on an
event-by-event basis, leading to a change in the shape of the distributions with an effect on
the total background description of 1 to 5 %.
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5.10. Systematic Uncertainties

• Electron Energy Scale: The electron scale is varied by ±2 % and the effect on the shape is
taken into account as an uncertainty, following the recommendations from the dielectron
analysis [20].

• Electron Scale Factors: The scale factors for the electron object, namely the HEEP identi-
fication and the reconstruction, are also varied within their uncertainties, similar to the
muon scale factors. The uncertainty on the HEEP ID scale factor is about 3.1 % in the Barrel
and 2.1 % in the Endcaps. The uncertainty on the reconstruction efficiency varies between
1 − 5 %, depending on the ET and η of the electron [120].

• Missing Transverse Momentum: The main uncertainty on the p⃗miss
T comes from the jet

energy scale and jet energy resolution (see Section 5.5.5). Shifts in these corrections are
propagated into the p⃗miss

T calculation, leading to a shape uncertainty for both sources.
Additionally, the unclustered energy has an uncertainty of 10 % associated with it.

• Parton Distribution Function: Additional to the PDF uncertainty derived for the top and
WW background, the uncertainty on the parton distribution function for the additional
background processes and the signal is derived using the recommended method from
the PDF4LHC [185]. The PDF4LHC_mc PDF set is used, containing 100 additional replicas σ(i)

with i = 1, 2, ..., 100. These are ordered by size (σ(1) < σ(2) < ... < σ(100)) and the final
uncertainty is computed as the 68 % confidence level interval midpoint by subtracting the
84th from the 16th value:

δpd f σ =
σ(84) − σ(16)

2
(5.15)

The effect on the final background description is small, as the main backgrounds have their
specific, more precise, PDF uncertainty associated with them. For the signal models, only
the effect on the acceptance times efficiency of the PDF uncertainty is taken into account.

The size of the relative systematic uncertainty on the total background description and one signal
example of the µτ channel as a function of the collinear mass of the muon and the tau for the
full Run 2 can be seen in Figure 5.18. Each bin shows the up and down shift of the background
description (e.g. a relative uncertainty of 1.2 translates to a value 20 % higher than the nominal
one). The object related uncertainties are grouped together for the specific objects (tau, muon
and p⃗miss

T ). The leading uncertainty is coming from the jet faking tau background description
as it is the leading background with an uncertainty of 50 %. For masses over 1 TeV, the object
specific uncertainties from the tau and the muon are the second leading ones.

The effect of the uncertainties on a signal sample (Z’ with a mass of 1500 GeV) can also be seen in
Figure 5.18. In this case, the leading uncertainties come from the objects, namely the muon, the
tau and p⃗miss

T , with the muon object providing the most significant uncertainty for the signal.
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Figure 5.18.: Relative systematic uncertainties on the collinear mass description of the muon and the tau
for the full Run 2 combination of the total background prediction (top) and for a signal sample of a Z’
with a mass of 1.5 TeV (bottom). The object related uncertainties are grouped together for the specific
objects (tau, muon and p⃗miss

T ). As the mis-identified jet contribution is the main background of this
channel, the 50 % uncertainty is the leading one followed by the object uncertainties for the muon
and the tau for masses above 1 TeV for the background prediction. For the signal, the object related
uncertainties of the muon, the tau and the p⃗miss

T play the leading role.
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5.11 Kinematic Distributions of the µτ channel

After determining the contribution of jets faking taus using the data driven approach one can now
look at the different kinematic variables that will go into the final discriminating variable, the
collinear µτ mass. All events fulfil the requirements mentioned in Section 5.8.1. As the systematic
uncertainties are also fully defined they are also included in the following distributions.

Figure 5.19 and Figure 5.20 show the measured data in Run 2 in comparison to the Standard
Model prediction of the pT, η and ϕ of the chosen high-pT muon after applying all corrections
and selection steps. The background is divided into the different groups described in Section 5.3,
visualized by different colours. At the bottom of each plot, the ratio between the data and the
SM prediction is shown, together with a grey band, indicating the combined relative systematic
uncertainty. The shape of the background prediction is smooth and shows statistical effects only
in the very high pT regime. Only the single top background might indicate a lack of generated
events as no events appear after a pT > 750 GeV and therefore it does not describe the full pT
range where data is measured. The angular variables show a good agreement between the
prediction and the measurement. Neither strange behaviour nor significant deviation from the
Standard Model prediction has been observed for the muon object.

Figure 5.21 and Figure 5.22 show the pT, η and ϕ of the chosen tau, after applying all corrections
and selection steps in the same way as for the muon object. Around 700 GeV, the Monte Carlo
simulation starts to run out of statistics, which does not raise a problem as there is no data
observed in this region. As for the muon, no unexpected behaviour or significant variations from
the Standard Model prediction were found.

In Figure 5.23, the |⃗pmiss
T | and the ϕ(⃗pmiss

T ) are shown for the full Run 2 luminosity. As for the
muon and the tau, the shape of the background description is in agreement with the measured
data and no significant deviations or unexpected effects were observed.

All three objects show good behaviour in their kinematic regions and will now be used to
calculate the final discriminating variable, the collinear mass.
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Figure 5.19.: Data and the Standard Model prediction using the contribution from jets that are misidentified
as taus derived from data for the muon pT (top) and muon η (bottom) for the full Run-2 measurement.
In the bottom of each plot, a ratio between the measured data and the Standard Model prediction is
shown together with the combined relative systematic uncertainties as a grey band. The distributions
do not show any unexpected behaviour nor significant variations from the Standard Model prediction.
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Figure 5.20.: Data and the Standard Model prediction using the contribution from jets that are misidentified
as taus derived from data for the muon ϕ for the full Run-2 measurement. In the bottom of the plot,
a ratio between the measured data and the Standard Model prediction is shown together with
the combined relative systematic uncertainties as a grey band. The distributions do not show any
unexpected behaviour nor significant variations from the Standard Model prediction.
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Figure 5.21.: Data and the Standard Model prediction using the contribution from jets that are misidentified
as taus derived from data for the tau pT (top) and tau η (bottom) for the full Run-2 measurement.
In the bottom of each plot, a ratio between the measured data and the Standard Model prediction is
shown together with the combined relative systematic uncertainties as a grey band. The distributions
do not show any unexpected behaviour nor significant deviations from the Standard Model prediction.
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Figure 5.22.: Data and the Standard Model prediction using the contribution from jets that are misidentified
as taus derived from data for the tau ϕ for the full Run-2 measurement. In the bottom of the plot, a ratio
between the measured data and the Standard Model prediction is shown together with the combined
relative systematic uncertainties as a grey band. The distributions do not show any unexpected
behaviour nor significant deviations from the Standard Model prediction.

95



5. Analysis

0 200 400 600 800 1000 1200 1400
[GeV]miss

T
p

3−10

2−10

1−10

1

10

210

310

410

510

610

710

810

910

E
v
e
n
ts

 /
 2

0
 G

e
V

 (13 TeV)1138 fb

CMS

Private Work
Data τMisID 

tt̅ Diboson

Single t ll →Z 

 9 TeVSphE LFV Z’ 1.6 TeV

RPV 1.6 TeV QBH 1.6 TeV

0 200 400 600 800 1000 1200 1400
[GeV]miss

T
p

0
0.5

1
1.5

2

B
k
g

D
a
ta

3− 2− 1− 0 1 2 3
)[rad]miss

T
(pφ

3−10

2−10

1−10

1

10

210

310

410

510

610

710

810

910

E
v
e
n
ts

 /
 0

.1
2
8
 r

a
d

 (13 TeV)1138 fb

CMS

Private Work
Data τMisID 

tt̅ Diboson

Single t ll →Z 

 9 TeVSphE LFV Z’ 1.6 TeV

RPV 1.6 TeV QBH 1.6 TeV

3− 2− 1− 0 1 2 3

)[rad]
miss

T
(pφ

0
0.5

1
1.5

2

B
k
g

D
a
ta

Figure 5.23.: Data and the Standard Model prediction using the contribution from jets that are misidentified
as taus derived from data for |⃗pmiss

T | (top) and the ϕ(⃗pmiss
T ) (bottom) for the full Run-2 measurement.

In the bottom of each plot a ratio between the measured data and the Standard Model prediction is
shown together with the combined relative systematic uncertainties as a grey band. The distributions
do not show any unexpected behaviour nor significant variations from the Standard Model prediction.
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5.12 Collinear Mass of the µτ channel

After selecting the events and looking at the kinematic variables, the final collinear mass dis-
tribution of the muon and the tau for the full Run 2 using the NanoAOD file format is shown in
Figure 5.24. The bin size is chosen using the calculated mass resolution, also taking the Monte
Carlo statistics into account, and each bin is normalized to its width. The backgrounds are
ordered by the size of their contribution with the leading background at the top. No significant
deviation from the Standard Model prediction has been found.

The two biggest deviations arise for the first bin at a very low mass, as this area is difficult to
model, and at a mass of 900 to 1000 GeV. The low mass bin has low statistics in data which
makes it challenging to evaluate the fake rate using the data driven approach. The excess is
covered by the uncertainties with a local significance of 1.1σ with 112 measured data events and
81.4 ± 26.3 expected events.

Similarly, the deficit in the 950 GeV bin, which contains 36 measured events compared to 51.6± 6.0
expected events, leads to a local significance of 1.7σ.

The excess at high masses above 2 TeV is covered by statistical uncertainties, as the number
of events is very low. Table 5.9 shows 3 observed events with an statistical uncertainty of ±2,
compared to about 1 expected event.

Table 5.9 shows the number of events for each process from the Standard Model prediction after
the full selection, together with measured data. The first column shows the full mµτ

coll range,
whereas the following columns sum up the number of events from the indicated threshold of
500 GeV, 1.5 TeV and 2 TeV. The event number uncertainty reflects statistical uncertainty from the
number of weighted generated events and systematic uncertainties, combined by quadratically
summing all sources. The last column shows that the slight excess at high mµτ

coll is covered by the
uncertainties and thus does not show a significant deviation from the prediction.

Table 5.9.: Number of events from the Standard Model prediction for each process and the measured data
for the full mµτ

coll range (first column), for a threshold of 0.5, 1.5 and 2 TeV. The second value in each
cell shows the combination of the statistical uncertainty from the number of weighted generated events
and systematic uncertainty.

Process all mµτ
coll mµτ

coll > 500 GeV mµτ
coll > 1.5 TeV mµτ

coll > 2 TeV
Data 24505 1572 12 3
MisID τ 5827.7 ± 2914.7 198.2 ± 100.1 1.6 ± 1.6 0.24 ± 0.52
tt̄ 14397.9 ± 798.5 1036.2 ± 62.6 3.4 ± 0.6 0.38 ± 0.18
Diboson 1591.3 ± 100.7 204.6 ± 16.4 3.8 ± 0.7 0.48 ± 0.12
single t 1681.4 ± 175.7 128.0 ± 37.1 1.05 ± 1.05 -
Z → ll 604.1 ± 113.4 42.3 ± 4.8 0.47 ± 0.23 0.05 ± 0.04
Sum background 24102.4 ± 3054.6 1609.1 ± 124.9 10.3 ± 2.1 1.15 ± 0.59
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Figure 5.24.: Collinear mass distribution of the muon and the tau after all selection steps. The distribution
is shown with a binning following the mass resolution and underlying statistics. Each bin is normalized
to its width. The different backgrounds are ordered by their contribution. The lower part of the plot
shows the ratio between the measured data and the Standard Model prediction. The grey band in the
ratio represents the combined relative systematic uncertainty. The last two data points have a data to
background ration of > 3 and are outside of the shown ratio range. The statistical error bar of the last
point reaches the ratio of one, shown as the black line at 2300 GeV.
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5.12.1 Comparison between NanoAOD and MiniAOD

As mentioned in the introduction of this chapter, the µτ channel was analysed using both file
formats, MiniAOD and NanoAOD. The difference between these formats is in the accuracy with
which different variables are saved and, in the case of this analysis, in the version of the jet
corrections that are applied (Section 5.5.5). Figure 5.25 shows both final mµτ

coll distributions,
coming from NanoAOD (left) and from MiniAOD (right). The MiniAOD plot is taken from [1]. As one
can see, the differences in the distributions are minimal and were calculated to be smaller than
1 % on the full mass range.

Figure 5.26 (left) shows the ratio of the measured data of Run 2 for both file formats. Visible
differences can be found between masses of 600 GeV and 1200 GeV and for the two highest
mass bins, where one event changes from the 2000 − 2200 GeV bin into the 2200 − 2400 GeV bin.
Figure 5.26 (right) shows the comparison between the two different background descriptions,
including Monte Carlo and the data driven tau mis-identification description, also showing a very
good agreement with only small differences. The smaller number of expected background events
in the 2700 − 3000 GeV bin, together with slightly more data in the range of 800 − 1000 GeV,
impacts the outcome of the statistical interpretation at high masses, leading to differences in the
observed and expected limit for the two different formats (see Section 6.3). These differences
between data and simulated background are coming from the updated jet corrections applied to
the NanoAOD version and the slightly smaller accuracy of this file format.
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Figure 5.25.: Collinear mass distribution of the muon and the tau after all selection steps for the two
different file formats with the NanoAOD version on the left and the MiniAOD version on the right, which
is taken from [1]. The differences are very small and are less than 1 % on the full mass range.
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Figure 5.26.: Ratio of the collinear mass distribution of the measured data (left) and the background,
including Monte Carlo and the data driven tau mis-identification description, (right) of Run 2 for
the two different file formats. Only small differences are visible that are coming from mainly from
the updated jet energy corrections for the NanoAOD version and the slightly lower accuracy in this file
format.
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5.13 Mass Distributions of the Electron Channels

This section presents the final mass distributions for the electron channels, after applying all
selections, as they are later used in the statistical interpretation. Figure 5.27 show the eµ channel
(left) and the eτ channel (right), in a similar plotting style as used for the µτ channel. Both
are taken from the publication of the lepton flavour analysis [1]. Similar to the µτ channel, no
significant deviations from the Standard Model have been found.
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Figure 5.27.: Collinear mass distributions of the two electron channels after all selection steps. The eµ
channel is shown on the left whereas the eτ channel is shown in the right. The measured data is
in good agreement to the Standard Model prediction without significant deviations being observed.
Taken from [1]

As the prediction is in good agreement with the measured data for all three channels, the single
year distributions for all channels are used for the statistical interpretation of the different models
explained in Section 2.2 and Section 2.3.
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6 Statistical Interpretation

After deriving the final mass distribution of the lepton pair, the outcome is statistically interpreted
and new information about our knowledge of physics is drawn. For instance, one can calculate
the significance of an observed deviation from the null hypothesis, or test the compatibility of
such deviation with different new physics models.

As no significant deviation from the Standard Model expectation has been observed, the resulting
mass spectra are used to calculate exclusion limits on signal model parameters. This is usually
done by determining an interval of confidence or a confidence level (CL). Drawing information
from a resulting measurement using statistical methods is called "statistical interpretation"
or "statistical inference". This chapter describes the methods and tools used in this analysis,
including a detailed summary of the underlying algorithm used to determine the exclusion
limit.

For the fundamental statistical ideas, mainly reference [186] is used while a detailed description
of the algorithm can be found in [187] and [188]. The following section will combine information
from these references with additional sources to describe the computation which derives the final
statistical results of this thesis.

The tool used to perform the statistical calculation is combine [189] which uses the RooStats

toolkit [190]. A detailed manual on how to use the combine tool can be found at [191].

6.1 Frequentist & Bayesian Statistics

The realm of statistical interpretation can be divided into two approaches with different interpre-
tations of probability. The first approach is called "Frequentist", following from the interpretation
of probability as a limiting relative frequency. Consider a sample space S, where the elements of
S are the measurements of a repeatable experiment, and the subset A∈ S, with A being a single
outcome of the experiment. The probability of A, P(A), is defined as [186]:

P(A) = lim
n→∞

# outcome A in n measurements
n

. (6.1)

The measurement always has to deliver some outcome which leads to P(S) = 1. The probability
P(A) is usually a function of unknown model parameters which are assumed to have a fixed
value (which is not necessarily known). Thus, in the Frequentist approach, probabilities are only
associated with the outcome of observations.

The second interpretation in statistical inference is the "Bayesian" interpretation. In contrast
to the Frequentist idea, the Bayesian approach adds a factor of subjectivity to the probability.
In Bayesian statistics, the sample space S consists of hypotheses which can either be true or
false. The hypotheses of the sample space must be mutually exclusive, meaning that only
one hypothesis can be true. The probability associated with such a hypothesis A, which is a
subsample of S, is called "degree of belief" P(A) [186]:

P(A) = degree of belief that A is true. (6.2)
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6. Statistical Interpretation

Since one of the subsamples of S must be true, P(S) = 1.

The Frequentist interpretation can be taken as part of the Bayesian approach if the fraction
of a specific outcome A, while repeating a measurement multiple times, can be defined as a
hypothesis. Additionally, a subjective probability can also be assigned to unknown parameters
of a model, e.g. describing the degree of belief that the unknown parameter lies in a specific
interval.

6.2 Limit Calculation with Bayesian Statistics

Bayesian statistics is closely connected to Bayes Theorem [186]:

P(A|B) = P(B|A)P(A)

P(B)
, (6.3)

where A and B are subsets of the sample space S and P(A|B) is the conditional probability of A
given B 1. Assuming S can be divided into disjoint subsets, Ai, so that the union of all subsets Ai
gives S (∪i Ai = S), and that these subsets do not intersect (Ai ∩ Aj = ∅ for i ̸= j), one can write
an arbitrary subset B from S as [186]:

B = B ∪ S = B ∪ (∩i Ai) = ∪i(B ∩ Ai). (6.4)
(6.5)

Consequently:

P(B) = P(∪i(B ∩ Ai)) = ∑
i

P(B ∩ Ai) = ∑
i

P(B|Ai)P(Ai). (6.6)

Equation 6.6 is called the "law of total probability". One now can rewrite Equation 6.3 to:

P(A|B) = P(B|A)P(A)

∑i P(B|Ai)P(Ai)
. (6.7)

In the case of Bayesian inference, one can interpret B as the measured data x and A as the model
hypothesis H. The sum in the denominator becomes an integral over all possible hypotheses [3]

P(H|x) = P(x|H)P(H)∫
P(x|H′)P(H′)dH′ . (6.8)

As the measurement x is known and fixed, P(x|H) is called the "likelihood" of H, P(H) is called
the prior of H (before the measured data is known) and P(H|x) is called the posterior (after the
measurement). Bayes theorem, therefore, allows us to update our knowledge, or degree of belief,
in our hypothesis with the use of data from measurements.

Most of the time, one is interested in a specific parameter that determines the hypothesis H,
called "parameter of interest" θ. Therefore, one is interested in the posterior distribution of
such parameter θ. As experiments are not perfectly accurate, they have uncertainties associated
with them. To take these effects into account, additional parameters are added to the model

1Also defined as P(A|B) = P(A∩B)
P(B)
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6.2. Limit Calculation with Bayesian Statistics

hypothesis, called "nuisance parameters" ν⃗. ν⃗ contains all single nuisance parameters ν, each with
an individual prior P(ν) which will be explained in Section 6.2.1. All single individual priors are
combined into P(⃗ν). The likelihood P(x|H) then becomes P(x|θ, ν⃗). To handle the uncertainties,
the "marginal" likelihood is constructed where the nuisance parameters ν⃗ are integrated out of
the likelihood [3]:

P(x|θ) =
∫

P(x|θ, ν⃗′)P(⃗ν′)d⃗ν′, (6.9)

with the prior of the nuisances P(⃗ν′). This gives the posterior distribution of the model θ:

P(θ|x) = P(x|θ)P(θ)∫
P(x|θ′)P(θ′)dθ′

. (6.10)

For an upper limit with a CL of 95 % on θ, one writes:∫ θupper

0
P(θ|x)dθ = 0.95. (6.11)

6.2.1 Likelihood of a Counting Experiment and Nuisance

As events from proton-proton collisions measured in the CMS are independent counts, they can
be assumed to be Poisson distributed. Thus, the likelihood without any nuisances becomes:

P(x|θ) = ∏
i∈bins

(si(θ) + bi)
xi e−(si(θ)+bi)

xi!
, (6.12)

where si and bi give the expected number of events per bin for the signal and background
prediction, respectively. Note that si is dependent on the parameter of interest θ. Moreover, xi is
the measured number of events.

The prior degree of belief for P(θ) is chosen to be uniform, giving the same probability for all
values of θ > 0 and 0 otherwise [192]. As mentioned before, this likelihood needs to be extended
for the case of a non-perfect experiment. This leads to the introduction of nuisances as additional
parameters to the likelihood:

P(x|θ, ν⃗) = ∏
i∈bins

(si(θ, ν⃗) + bi (⃗ν))
xi e−(si(θ ,⃗ν)+bi (⃗ν))

xi!
×

Nν

∏
j

π(νi). (6.13)

Now s and b are functions of the nuisance parameters ν⃗, which are also called "response
functions". The product ∏Nν

j π(νi) is introduced to take the presence of parameters that are
derived from additional measurements into account. π(ν) represents the priors of the specific
nuisance parameters.

Depending on the type of nuisance, the prior changes. For nuisances describing an uncertainty
on the normalization of the spectrum (e.g. on the luminosity or the cross section), a log-normal
prior is chosen as it provides a safe implementation of positively defined observables. The prior
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6. Statistical Interpretation

probability density function (pdf) for nuisances like this is defined as [193]:

π(ν) =
1√

2πln(κ)
exp

(
− (ln(ν/ν̃))2

2(ln(κ))2

)
1
ν

, (6.14)

where ν̃ is the measured value of the nuisance parameter and κ = 1 + ∆x/x with ∆x/x being
the relative uncertainty.

Uncertainties on the actual shape of the distribution (e.g. object scale uncertainties or jet energy
corrections) use the "vertical template morphing" technique [194]. For that, the distribution shifted
up and down by one σ is provided together with the nominal. For shifts bigger than one σ, linear
extrapolation is applied. For shifts in the ±1σ range, a spline is used for interpolation [191]:

f (ν) = (
1
2

(
(δ+ − δ−)ν +

1
8
(δ+ + δ−)(3ν6 − 10ν4 + 15ν2)

)
. (6.15)

Here, f is the fraction of events in a specific bin, ν is the normalized nuisance parameter value
(ν = 1 means a shift of one σ up and ν = −1 a shift one σ down) and δ± are defined as:

δ+ = f (ν = 1)− f (ν = 0) (6.16)
δ− = f (ν = −1)− f (ν = 0). (6.17)

Therefore, the deltas δ+ and δ− describe the difference between the up and down shifted bin
compared to the nominal one. This interpolation is used as the response function for the specific
nuisance parameter together with a unit Gaussian prior. If the method provides a negative value
for the bin, the value is set to 0.

Statistical uncertainties on the yield of each bin are incorporated using the Barlow-Beeston-lite
approach, where the "lite" means that one nuisance is used to scale the sum of all processes
instead of using separate parameters per process [194, 195]. For that, each background contri-
bution to a bin gets summed together to a total number of events per bin ntot. The errors of
each background get summed quadratically etot. The quadratic ratio of these two values is then
compared to a threshold number nthreshold. If the ratio is smaller than the threshold, uncertainties
per background will be evaluated independently using a Poisson-constrained parameter. Other-
wise, a Barlow-Beeston-lite parameter is used with a Gaussian-constraint [191]. This offers the
evaluation of the statistical uncertainty per bin and, if needed, for each process separately, while
keeping the computational demand at a reasonable level by minimizing the number of necessary
parameters.

Equation 6.9 and the complex form of Equation 6.13 already hint at multiple challenges. The
determination of the posterior distribution for θ as the normalization integral over all possible
hypotheses can usually not be calculated. Additionally, the integral of the likelihood and
the different nuisance parameters are also problematic, often making the analytic calculation
impossible. This is solved by using a method called "Markov Chain Monte Carlo" or "MCMC"
[188].
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6.2. Limit Calculation with Bayesian Statistics

6.2.2 Markov Chain Monte Carlo

As the integration in equation Equation 6.9 often can not be performed analytically, especially if
the number of nuisance parameters is large, a sampling method to approximate the integral is
used.

Considering that one wants to perform the integration of some function f (x): F =
∫

f (x)dx. The
integral can be approximated by the expected value of FN [196], defined as:

FN =
1
N

N

∑
i=1

f (Xi)

p(Xi)
, (6.18)

where Xi is a random variable with the arbitrary probability density function p(x) and f (x) is
the function one wants to integrate. The expected value of FN is:

E[FN ] = E

[
1
N

N

∑
i=1

f (Xi)

p(Xi)

]
(6.19)

=
1
N

N

∑
i=1

[
f (Xi)

p(Xi)

]
(6.20)

=
1
N

N

∑
i=1

∫ f (x)
p(x)

p(x)dx (6.21)

=
1
N

N
∫ f (x)

p(x)
p(x)dx (6.22)

=
∫

f (x)dx. (6.23)

This method of calculating an integral by sampling over random values Xi is also called "Monte
Carlo Integration". A way to implement this MC integration is by using a construction called
"Markov Chain" [188].

Consider a state space S = {s1, s2, ..., sN}, where si with i ∈ N is called a state. A "Markov Chain"
is then a construct where the probability of being in state sn, P(sn), is only dependent on the
state sn−1, hence [188]:

P(sn) = ∑ P(sn|sn−1) · P(sn−1). (6.24)

Assuming a finite state space with states numbered from 1 to N, and the Markov Chain to be
time invariant, the one step transition probability from one state to the next can be written as the
matrix:

P =

 p1,1 ... p1,N
... ...

pN,1 ... pN,N

 ,

with pi,j being the probability of going to the state sj from si, i.e. pi,j = P(sj|si). Following the

Chapman-Kolmogorov equation, the transition probability matrix at step n P[n] can be written as
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6. Statistical Interpretation

the transition probability matrix to the power of n [188]:

P[n] = Pn. (6.25)

One can define the occupation probability function at the starting step of the chain α(0)(α
(0)
1 , ..., α

(0)
K ),

where α
(0)
i is the probability of the chain being in the state si at step 0. The occupation probability

function at step n can then be written as the product of the starting point and the transition
probability matrix:

α(n) = α(0) × Pn. (6.26)

Assuming that, as n → ∞, the Markov Chain has a limiting distribution, one can define the
so-called "long run distribution":

π = lim
n→∞

α(n). (6.27)

If this limit exists for the present Markov Chain, one can write:

P[n+1] = P[n] × P, (6.28)

which, as n → ∞, becomes:
π = π × P. (6.29)

Thus, the occupation probability function π does not change anymore. Equation 6.29 is called
the steady state equation. The conditions under which a Markov Chain has a steady state can
be found in [188]. If a long run distribution exists, the posterior probability distribution can be
calculated using an algorithm called "Metropolis-Hastings".

6.2.3 Metropolis Hastings Algorithm (MH)

The Metropolis Algorithm [197], modified by Hastings [198], provides a method to draw a
random sample from a posterior distribution where the actual normalization of the distribution
is unknown and only the shape can be used. Namely, a Markov Chain is applied to a continuous
state space, assuming the existence of a long run distribution [188].

Looking at Equation 6.29 and Equation 6.10, one can identify the posterior P(θ|x) as the desired
long run distribution π. It is possible to show that the posterior is the long run distribution of
the Markov Chain if, for a chosen candidate distribution q(θ′, θ) which generates a candidate θ′

using a starting point θ, the reversibility condition is satisfied [188]:

P(θ|x)q(θ′, θ) = P(θ′|x)q(θ, θ′). (6.30)

However, most of these candidate distributions do not fulfil the reversibility condition. The
Metropolis-Hastings Algorithm solves this problem by introducing a probability of moving α2

[188]:

α(θ, θ′) = min

[
P(θ′|x)q(θ′, θ)

P(θ|x)q(θ, θ′)

]
. (6.31)

2Note that here, α is not a matrix and a different probability then α used in Equation 6.29.
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The new candidate distribution α(θ, θ′)q(θ, θ′) now fulfils the reversibility condition and P(θ|x)
is the long run distribution of the Markov Chain. Additionally, as the algorithm introduces a
ratio, the normalization is defined as an integral over all possible hypotheses in Equation 6.10

cancels out solving the integral calculation challenge, discussed in Section 6.2. The full Metropolis
Hastings Algorithm to draw from an unknown posterior with the use of a Markov Chain follows
the following steps [188]:

1. Choose an initial value θ0.

2. For each step i of the Markov Chain, up to a specified maximum step, repeat:

a) Draw a value θ′ from the chosen candidate distribution q(θi−1, θ′),

b) Calculate the probability of moving α(θi−1, θ′),

c) Draw a random number u from a uniform distribution between 0 and 1,

d) If u is smaller than α(θi−1, θ′) then accept θ′ as a new step value, otherwise set it to
the value from the previous step θi = θi−1.

The candidate distribution q is chosen to be a multivariate Gaussian, built from the product of
multiple independent Gaussians, one for each parameter of interest and nuisance parameter.
To keep the chain acceptance rate high, only one nuisance is varied at each step of the Markov
Chain.

After a number of steps in the Markov Chain, and using Equation 6.10 in Equation 6.31, one
draws samples of θ following the posterior P(θ|x) using only P(x|θ)P(θ), without having to
analytically solve the integration of the marginalized likelihood. The resulting distribution of θ
can then be integrated to calculate the upper limit of the parameter of interest.

6.3 Result of the Statistical Interpretation

Now that the fundamental statistics and the computation method have been introduced, this
section describes the final results of the statistical interpretation, using the mass distributions
presented in Section 5.12 and Section 5.13. As signal models, the Monte Carlo based simulation
is used after the final event selection. As no significant deviations have been observed, exclusion
limits for the different signal models presented in Section 5.4 will be discussed. Additionally, for
the first time in this specific search, model independent exclusion limits will be presented. Each
year is analysed separately and combined during the statistical analysis, taking the correlation of
the systematic uncertainties, as explained in Section 5.10, between the years into account. For
the µτ channel, the NanoAOD version is used as the input for the final limit calculation and then
compared to the result using the MiniAOD format.

6.3.1 Impacts

Before calculating the limit, the impact of the nuisances on the limit is evaluated. Varying the
distribution within its uncertainties, changes of the limit parameter r are calculated and are
shown in Figure 6.1 for the eµ channel, in Figure 6.2 for the eτ channel and in Figure 6.3 for
the µτ channel. This is a check on the implementation and importance of the uncertainties
as nuisances, as well as on the performance of the nuisances variations. Only the 30 nuisance
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parameters with the highest impact on the limit calculation are shown for all three different
channels.

Since one is only interested in the performance of the uncertainties, this check does not use the
measured data but an Asimov dataset [199]. Thus, in this context, the background prediction is
used as the measured data.

In the left plot, the pull indicates the change of the nuisance parameter value to the best postfit
value compared to the prefit input for the specific nuisance. The error bar shows the best-fit
±1σ range for this nuisance. As the data and the background input are the same, the pull on
the postfit is zero. Error bars smaller than ±1 indicate a constrain on the uncertainty by the fit
algorithm. Entries which are uncorrelated between the years contain the specific year number.
Additionally, for the statistical uncertainty ("MC stat.") the mass range of the corresponding bin
is given.

The check shows that the statistical uncertainty on the high mass bins plays a significant role in
the derivation of the limit. Additionally, the data is expected to constrain certain uncertainties
(e.g. the uncertainty on the fake rate "MisID"). The fake rate uncertainty, moreover, shows the
biggest constrain of all nuisances. Although this indicates that the recommended uncertainty of
50 % on the fakerate description overestimates the uncertainty, the combine tool can change this
value to a more fitting one in the calculation. Overall, no unexpected behaviour of the nuisances
has been observed in all three channels.

It is important to mention that these tests were performed using a Sequential Standard Model
Z’ signal with a mass of 1000 GeV as a signal model input. The mass range and the width of
the chosen signal sample can change the hierarchy of the impact of the nuisances. For instance,
if the signal does not occupy a high mass bin, the statistical uncertainty is less likely to play
an important role, the overall performance and the general behaviour of the nuisances stays
unchanged.
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Figure 6.1.: These plots show the 30 nuisance parameters with the highest impact (∆r̂) on the limit
parameter r̂ for an example SSM Z’ with a mass mZ′ = 1000 GeV for the eµ channel. Entries which
are uncorrelated between the years contain the specific year number. Additionally, for the statistical
uncertainty, the mass range of the corresponding bin is given.
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Figure 6.2.: These plots show the 30 nuisance parameters with the highest impact (∆r̂) on the limit
parameter r̂ for an example SSM Z’ with a mass mZ′ = 1000 GeV for the eτ channel. Entries which
are uncorrelated between the years contain the specific year number. Additionally, for the statistical
uncertainty, the mass range of the corresponding bin is given.
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Figure 6.3.: These plots show the 30 nuisance parameters with the highest impact (∆r̂) on the limit
parameter r̂ for an exemplary SSM Z’ with a mass mZ′ = 1000 GeV for the µτ channel. Entries which
are uncorrelated between the years contain the specific year number. Additionally, for the statistical
uncertainty, the mass range of the corresponding bin is given.
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6.3.2 Sequential Standard Model

Using the signal model of a Sequential Standard Model Z’ and the signal points mentioned in
Section 5.4.1, an exclusion limit on the cross section as a function of the mass is calculated. The
outcome is compared to the cross section coming from the theory prediction to determine the
excluded mass limit. The result for the eµ and the eτ channel for the full Run 2 exclusion limit
can be seen in Figure 6.4. The limit of the µτ channel can be seen in Figure 6.5.
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Figure 6.4.: Exclusion limit on the cross section of a Sequential Standard Model Z’ for the eµ (left) and eτ
(right) for the full Run 2 dataset at 95 % confidence level. The solid black line indicates the observed
limit while the dashed black line indicates the median expected limit calculated from the background
simulation with repeated toy experiments. The green and yellow band show the 68 and 95 percentile
interval from the expected limit distribution. The red line shows the theory cross section for a branching
ratio of 10 % for the production of a Z’ decaying into the specific channel.

The figures show the calculated upper limit on the cross section as a function of the specific
Z’ mass mZ′ for the three channels eµ, eτ and µτ. The intersection between the red curve
representing the theory cross section with the black curve indicates the derived observed (solid)
and expected (dashed) lower mass limit for Run 2. The upper limit on the cross section decreases
as one approaches the high mass regime up to a turning point at around 2.5 TeV after which the
limit rises again. For lower masses, the higher upper limit is explained by the higher amount
of background events, as well as by the search-specific value of the acceptance and efficiency
(see Section 5.4.5). More events in the low mass region will be rejected due to the specific event
selection. The rise for higher masses is due to the increasing off-shell production of the Z’,
as described in Section 5.4.1. This leads to more signal events in the lower mass bins which
introduce more background contribution to the limit calculation. Visible steps in the limit curve
are caused by the step size of the mass samples as well as rising uncertainties (e.g. the PDF
uncertainty) for high masses which can enlarge the uncertainty band.

The observed lower mass limit for the eµ channel was determined at a Z’ mass of

meµ

Z′ > 5.0 TeV (95 % CL),

which offers an improvement of 600 GeV compared to the 2016 CMS result [93] and 500 GeV
compared to the 2016 result presented by ATLAS [47]. For the eτ channel, the observed lower
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Figure 6.5.: Exclusion limit on the cross section of a Sequential Standard Model Z’ for the µτ channel for
the full Run 2 dataset using the NanoAOD format at 95 % confidence level. The solid black line indicates
the observed limit while the dashed black line indicates the median expected limit calculated from the
background simulation with repeated toy experiments. The green and yellow band show the 68 and
95 percentile interval from the expected limit distribution. The red solid line shows the theory cross
section for a branching ratio of 10 % for the production of a Z’ and a decay into the specific channel.

mass limit is set at
meτ

Z′ > 4.3 TeV (95 % CL),

which is the first mass limit on this channel in the CMS Collaboration. This limit delivers an
improvement of 300 GeV to the 2016 ATLAS result [47]. A limit of

mµτ

Z′ > 4.1 TeV (95 % CL)

is set in the µτ channel, which is a gain of 600 GeV to the 2016 ATLAS result [47] and the first set
limit for this channel in the LFV regime. As expected, using different data types leads to a very
similar outcome regarding the limit calculation, resulting in the same observed exclusion limit.

Recently published results by the ATLAS collaboration set a limit on the Z’ mass at 5.0 TeV,
4.0 TeV and 3.9 TeV for the eµ, eτ and µτ channels, respectively [200]. For the eµ channel, both
experiments provide the same exclusion limit. In the tau channels, the presented CMS results
offer a stronger limit on the Z’ mass, with a difference of 300 GeV for the eτ channel and 200 GeV
for the µτ channel.

One can see that the statistics of the full Run 2 of the LHC measured by the CMS experiment
delivers a significant improvement to earlier measurements.

The limits presented in this thesis are the best lower mass limits for a direct search of a lepton
flavour violating decay of a Z’ into a pair of leptons to date.
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6. Statistical Interpretation

Comparison between MiniAOD and NanoAOD

To compare the outcome of the limit calculations for the different file formats, Figure 6.6 shows
the calculated limit using the MiniAOD and the NanoAOD format.
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Figure 6.6.: Exclusion limit on the cross section of a Sequential Standard Model Z’ for the µτ channel
for the full Run 2 dataset using MiniAOD (left) and NanoAOD (right) at 95 % confidence level. The solid
black line indicates the observed limit while the dashed black line indicates the median expected limit
calculated from the background simulation with repeated toy experiments. The green and yellow band
show the 68 and 95 percentile interval from the expected limit distribution. The red solid line shows
the theory cross section for a branching ratio of 10 % for the production of a Z’ and a decay into the
specific channel. The limits show very similar behaviour with small differences for the two data types
due to the updated corrections in the NanoAOD version.

Differences in the µτ channel are explained by updated corrections (e.g. jet energy corrections),
creating an overall slightly better data-to-Monte Carlo agreement in the NanoAOD version. The
updates also induce the change of the high mass event as well as a stronger under fluctuation
at around 800 GeV. Additionally, as discussed in Section 5.12.1, the number of expected events
from simulation at around 3000 GeV is lower for the MiniAOD version (a factor of 0.3). This is
due to more expected fake tau events in the high mass regime in the NanoAOD version as the
description of the fake tau background using the data driven approach is heavily influenced by
the applied jet corrections. Comparing both limit plots, the MiniAOD version shows a slight over
fluctuation for Z’ masses smaller than 1000 GeV while the NanoAOD version observed limit stays
below the expected one, mainly driven by the 800 GeV bin which negates small over fluctuation
appearing in the lower mass region. This becomes important again for masses above 3000 GeV
as the off-shell production in the regime below 1000 GeV becomes significant when combined
with the lower Monte Carlo expectation, leading to matching values for the expectation to the
observation.
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6.3. Result of the Statistical Interpretation

6.3.3 R-parity violating Supersymmetry

The outcome of the upper limit calculation using the R-parity violating supersymmetry as the
signal model is shown in Figure 6.7 for the electron channels and in Figure 6.8 for the µτ channel.
Here, the σ × B limit is calculated as a function of the supersymmetrical tau sneutrino ν̃τ mass.
The theoretical cross section is shown for the case of λ = λ′ = 0.01 (red) and λ = λ′ = 0.1
(blue).

In comparison to the SSM Z’ limit, one can clearly see a difference in the shape of the limit. The
RPV model provides a very narrow resonance without any off-shell production for higher masses.
This allows to scan for deviations in the collinear and invariant distribution, being only restricted
by the bin width and therefore by the resolution of the measurement and the statistics. Due to
the better resolution, these effects are more prominent in the lower mass regime. For instance, the
shape of the observed limit in the µτ channel compared to the expected limit at around 2000 GeV
is directly connected to the slight excess in the measured data at this mass regime.

A similar statement can be made for the lower mass range of the eµ channel. Since uncertainties
in this regime are significantly smaller than in the higher mass regime, one can observe the
effect of slight deviations from the expectation in the observed limit. Additionally, the provided
resolution is higher and therefore the bin width in this area is smaller. Thus, slight deviations
have a stronger impact on the calculated observed limit leading to a higher discrepancy from the
expected one.

As there is no off-shell production in the higher mass regime, the overall signal efficiency becomes
flat and the limit stays stable as the background free regime is reached.
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Figure 6.7.: Exclusion limit on the cross section of R-parity violating supersymmatrical stau neutrino ν̃τ for
the eµ channel (left) and eτ channel (right) for the full Run 2 dataset at 95 % confidence level. The solid
black line indicates the observed limit whereas the dashed black line indicates the median expected
limit calculated from the background simulation with repeated toy experiments. The green and yellow
band show the 68 and 95 percentile interval from the expected limit distribution. The solid red and the
blue line show the theory cross section for the RPV model.
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Figure 6.8.: Exclusion limit on the cross section of R-parity violating supersymmatrical stau neutrino ν̃τ
for the µτ channel for the full Run 2 dataset at 95 % confidence level. The solid black line indicates the
observed limit whereas the dashed black line indicates the median expected limit calculated from the
background simulation with repeated toy experiments. The green and yellow band show the 68 and 95
percentile interval from the expected limit distribution. The solid red and the blue line show the theory
cross section for the RPV model.

The final observed exclusion limit for the RPV tau sneutrino ν̃τ mass in the eµ channel, for
λ = λ′ = 0.1, lies at

meµ
ν̃τ

> 4.2 TeV (95 % CL).

This represents an improvement of 400 GeV compared to the 2016 CMS result [93]. For λ = λ′ =
0.01, the lower mass limit is set at

meµ
ν̃τ

> 2.2 TeV (95 % CL),

a difference of 500 GeV to the 2016 CMS result.

The exclusion limit for the eτ channel is set at

meτ
ν̃τ

> 3.7 TeV (95 % CL)

for λ = λ′ = 0.1 and
meτ

ν̃τ
> 1.6 TeV (95 % CL)

for λ = λ′ = 0.01. These are the first limits for this channel in the search for LFV RPV
supersymmetry in CMS.
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6.3. Result of the Statistical Interpretation

The µτ lower exclusion mass limits are derived to be

mµτ
ν̃τ

> 3.7 TeV (95 % CL)

for λ = λ′ = 0.1 and
mµτ

ν̃τ
> 1.6 TeV (95 % CL)

for λ = λ′ = 0.01. These are also the first limits of this kind in the CMS experiment.

Using the narrow-width approximation (see Section 2.3.2), for fixed values of λ, the cross section
limit can be translated into exclusion bounds in the plane of the tau sneutrino mass and the λ′

coupling. Equation 2.26 can be translated into a formula to derive the coupling λ′
311 using a fixed

λi3k and the cross section times branching ratio [201]:

λ′
311

(
mν̃τ

, (λi3k)
2 + (λk3i)

2
)
=

√√√√√√
(
(λi3k)

2 + (λk3i)
2
)

k(mν̃τ
)

(σ×B)obs
·
(
(λi3k)

2 + (λk3i)
2
)
− 3

, (6.32)

with k(mν̃τ
) being a mass dependent constant, taken from [201]. These exclusion bounds can be

seen in Figure 6.9. Four different values for the λ coupling are shown, namely 0.007 in black,
0.07 in red, 0.05 in blue and 0.01 in green. Additionally, the expected limit for λ = 0.07 is plotted
as a comparison benchmark between the behaviour of the expected and observed limits. As the
differences in the observed limit between the MiniAOD and the NanoAOD version of the µτ channel
are small (see Section 6.3.3), this calculation is only performed using the MiniAOD version. The
plots are created by Swagata Mukherjee and taken from the LFV CMS paper publication [1],
using the limits presented in this section.

With the usage of Equation 6.32, one can derive the lower mass limit for different couplings. In
the eµ channel, for λ = 0.07 and λ′ = 0.11, the lower limit on the mass is at 4 TeV, while in the eτ
channel is at 3.6 TeV and in the µτ channel also at 3.6 TeV. Compared to the 2016 ATLAS result,
this is an improvement of 600 GeV in the eµ channel, 700 GeV in the eτ channel and 1000 GeV in
the µτ channel [47].

Very recently published results by the ATLAS collaboration set a limit on the tau sneutrino ν̃τ for
λ = 0.07 and λ′ = 0.11 [200]. Differently to the previous publication, a less simplified approach
of the theory model is used. As a result of gauge invariance, an anti-symmetry λijk = −λjik is
introduced [163]. Thus, λ331 and λ332 have to be zero, reducing the branching ratio B in the
tau channels while the eµ channel stays unchanged. For the eµ channel, the ATLAS limit is
set at 3.9 TeV, 100 GeV lower than the presented CMS result. In the tau channels, masses below
2.8 TeV and 2.7 TeV are excluded for the eτ and µτ channels, respectively. Using Equation 6.32

and λ = 0.07 and λ′ = 0.11 with λ331 = λ332 = 0 , the CMS limit on the tau sneutrino mass is
recalculated to be 3.3 GeV for the eτ channel and 3.3 GeV for the µτ channel. The limits presented
in this thesis are more stringent, offering a higher exclusion limit with a difference of 500 GeV in
the eτ and 600 GeV in the µτ channel compared to the ATLAS publication. Therefore, this thesis
provides the strongest limits for a direct search of these channels to date.

Using Equation 6.32, the cross section limit from the eµ channel presented in this thesis can be
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6. Statistical Interpretation

transferred into a boundary on |λ′
311λ312|, assuming λ = λ′:

|λ′
311λ132| < 1.25 · 10−5 (95 % CL). (6.33)

For a mass of 1 TeV and assuming that λ = λ′, the search for µ− e conversion with the SINDRUM
II experiment sets an upper limit for the coupling product |λ′

311λ312| at the order of O(10−7) [202]3.
Therefore, the indirect search sets more stringent limits compared to the direct search for a LFV
tau sneutrino.

As it has already been shown in [163], the direct search for the τ channels surpasses boundaries
set by indirect searches, e.g. from the Belle experiment. Results on the τ → µη decay can be used
to obtain an indirect limit on the product of the λ and λ′ coupling [72, 163]:

|λ′
311λ323| < 2.0 · 10−3

(
mν̃τ

/TeV
)2

(90 % CL). (6.34)

For a mass of mν̃τ
= 1 TeV, this limit is set at |λ′

311λ323| < 2.0 · 10−3 at 90 % CL. Assuming λ = λ′

and using Equation 6.32, one can derive a similar mass limit from the CMS data for the µτ
channel at

|λ′
311λ233| < 3.2 · 10−5( 95 % CL).

For the eτ channel, the boundary set for a mass of 1 TeV coming from the τ → eη decay is
|λ′

311λ133| < 2.8 · 10−3 (90 % CL) [72, 163], while the presented direct search offers

|λ′
311λ133| < 8.1 · 10−5 (95 % CL).

Thus, both tau channels surpass the boundary set by the indirect search with a stronger confidence
level.

3Important to mention is that [72, 163, 202] use a different notation of the λijk indices. i is the index of the
decaying particle and j and k refer to the decay products while in this thesis, i and k refer to the decay products and j
corresponds to the decaying particle, in this case the tau sneutrino with j = 3.
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6.3. Result of the Statistical Interpretation
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Figure 6.9.: Exclusion limits at the 95 % confidence level of R-parity violating supersymmatrical tau
sneutrino ν̃τ for the eµ (a), eτ (b) and µτ (c) channel for the full Run 2 in the mν̃τ

plane. The λ coupling
is set to 0.007 (black), 0.07 (red), 0.05 (blue) and 0.01 (green). Additionally, one expected limit for
λ = 0.07 is shown in bright blue.
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6. Statistical Interpretation

Comparison between MiniAOD and NanoAOD

Figure 6.10 shows the outcome of the limit calculation for the RPV SUSY interpretation using the
two different file formats.
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Figure 6.10.: Exclusion limit on the cross section of R-parity violating supersymmatrical stau neutrino ν̃τ
for the µτ channel for the full Run 2 dataset using MiniAOD (left) and NanoAOD (right) at 95 % confidence
level. The solid black line indicates the observed limit whereas the dashed black line indicates the
median expected limit calculated from the background simulation with repeated toy experiments. The
green and yellow band show the 68 and 95 percentile interval from the expected limit distribution.
The solid red and the blue line show the theory cross section for the RPV model.The limits show very
similar behaviour with small differences for the two data types due to the updated corrections in the
NanoAOD version.

As in the SSM case, differences between the MiniAOD and the NanoAOD format in the µτ channel
result from updated corrections. In the case of the RPV, as mentioned before, small changes
in single bins, especially in the lower mass regime and around 3000 GeV for the simulation,
have a significant impact on the limit calculation. While for the MiniAOD format, the data bins
around 600 GeV are slightly above the expectation, the NanoAOD format shows an approximated
ratio of 1 between data and expectation bins. Thus, the observed and expected limits are in
better agreement in the NanoAOD than in the MiniAOD format. For the high mass regime, the
event changing its bin from the last into the second last one has a similar effect on the observed
limit for masses greater than 3000 GeV. This leads to a difference in the exclusion limit set for
λ = λ′ = 0.1 of 100 GeV between the NanoAOD and the MiniAOD version.
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6.3. Result of the Statistical Interpretation

6.3.4 Quantum Black Hole

Unlike the SSM and RPV signal models, the Quantum Black Hole model does not lead to a
resonance but to a steep rise at the threshold mass mth followed by a slowly decreasing tail. Thus,
single bin fluctuations do not play a significant role in the limit calculation, as the number of
bins with signal occupation is rather high. Figure 6.11 shows the derived 95 % confidence level
upper cross section limit for the eµ and the eτ channels as a function of the threshold mass mth.
Figure 6.12 shows the limit calculated for the µτ channel. The red curve indicates the theory
cross section for the ADD case with four extra dimensions (n= 4). All three channels show good
agreement between the expected and observed limits within their uncertainty bands. In the µτ
channel, the observed limit touches the two sigma band at a threshold mass of 2 TeV, as this is
the bin containing three observed data events versus about one expected event.

The lower exclusion limit on the threshold mass for four extra dimensions in the ADD model is
set at

meµ
th > 5.6 TeV (95 % CL)

in the eµ channel, at
meτ

th > 5.2 TeV (95 % CL)

in the eτ channel and at
mµτ

th > 5.3 TeV (95 % CL)

in the µτ channel. This is an improvement of 300 GeV for the eµ exclusion limit when compared
to the 2016 CMS result [93]. For n = 6, this limit is calculated to 5.9, 5.5 and 5.6 TeV for the
eµ, eτ and µτ channel, respectively. Compared to the ATLAS result from 2016, which sets a
corresponding limit at 5.6, 4.9 and 4.5 TeV [47], this result represents an improvement of 300, 600
and 1100 GeV, respectively.

Recently published results by the ATLAS collaboration set a limit on the threshold mass with
n = 6 at 5.9, 5.2 and 5.1 TeV for the eµ, eτ and µτ channels, respectively [200]. Therefore, the
presented result and the ATLAS publication offer the same exclusion limit for the eµ channel,
while the exclusion limit set in this thesis is 300 GeV higher for the eτ channel and 500 GeV higher
for the µτ channel.

Therefore, this thesis provides the strongest limits for a direct search of Quantum Black Holes
decaying into a pair of leptons with LFV to date.
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Figure 6.11.: Exclusion limit at 95 % confidence level on the cross section of a Quantum Black Hole for
the eµ (left) and the eτ (right) channels for the full Run 2 dataset. The solid black line indicates the
observed limit while the dashed black line indicates the median expected limit calculated from the
background simulation with repeated toy experiments. The green and yellow bands show, respectively,
the 68 and 95 percentile interval from the expected limit distribution. The red solid line shows the
calculated theory cross section for the ADD model with four additional extra-dimensions.
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Figure 6.12.: Exclusion limit at 95 % confidence level on the cross section of a Quantum Black Hole for
the µτ channel for the full Run 2 dataset. The solid black line indicates the observed limit while the
dashed black line indicates the median expected limit calculated from the background simulation with
repeated toy experiments. The green and yellow bands show, respectively, the 68 and 95 percentile
interval from the expected limit distribution. The red solid line shows the calculated theory cross
section for the ADD model with four additional extra-dimensions.
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6.3. Result of the Statistical Interpretation

Comparison between MiniAOD and NanoAOD

The outcome of the limit calculation using the MiniAOD and the NanoAOD format can be seen in
Figure 6.13 to compare the outcome of the different versions.
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Figure 6.13.: Exclusion limit at 95 % confidence level on the cross section of a Quantum Black Hole for
the µτ channel using MiniAOD (left) and NanoAOD (right) for the full Run 2 dataset. The solid black line
indicates the observed limit while the dashed black line indicates the median expected limit calculated
from the background simulation with repeated toy experiments. The green and yellow bands show,
respectively, the 68 and 95 percentile interval from the expected limit distribution. The red solid line
shows the calculated theory cross section for the ADD model with four additional extra-dimensions.
The limits show very similar behaviour with small differences for the two data types due to the updated
corrections in the NanoAOD version, leading to a higher exclusion limit.

In the µτ channel, the under fluctuation at around 800 GeV in the NanoAOD version cancels the
over fluctuation at the highest mass bin leading to similar observed and expected limits for
lower mass thresholds. As the signal has a clearly defined threshold, this effect disappears after
1000 GeV. The difference in the high mass regime can again be explained by the bin changing
high mass event due to the updated corrections. This difference becomes more important for
very higher masses as the contribution from low mass bins becomes less and less, as long as
there are still signal events found for this mass. Thus, this difference leads to a difference in the
excluded threshold mass of 300 GeV between the MiniAOD and the NanoAOD version.
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6. Statistical Interpretation

6.3.5 Sphaleron Pre-Exponential Factor

This thesis presents the first exclusion limits of the sphaleron production with the specific search
for LFV lepton pairs in the final state. As the only unknown parameter is the pre-exponential
factor (PEF), the limit is not presented as a limit on the cross section times branching ratio but on
this PEF. Additionally, there is no expected value for the PEF from theory, therefore no theory
curve as presented for the SSM Z’, RPV SUSY or the QBH interpretation can be drawn. The
95 % CL upper limit on the PEF for all three channels combined for the full Run 2 can be seen in
Figure 6.14.

The exclusion limit on the PEF is derived by first calculating the limit on the cross section and
then dividing the result by the theoretical production cross section shown in Table 5.5 for the
corresponding energy point. Additionally, one also takes into account the branching ratio of the
sphaleron production into a final state containing the three leptonic channels analysed in this
thesis. The B is about 22.7 % for each of the channels.

As this signal covers a broad mass range, small differences in single bins do not play a significant
role in the limit calculation. Therefore, using the MiniAOD or the updated NanoAOD analysis for the
µτ channel does not lead to significant differences in the µτ channel. Thus, the NanoAOD input is
used for the combination with the other two channels.
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Figure 6.14.: 95 % Exclusion limit on the pre-exponential factor (PEF) of the sphaleron production as a
function of the sphaleron energy Esph. This limit considers all three leptonic channels combined for the
full Run 2 dataset.
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6.3. Result of the Statistical Interpretation

For a sphaleron threshold energy of 9 TeV the upper limit on the PEF is set at

PEF < 0.63 (95 % CL).

This result is the first limit on the pre-exponential factor of the sphaleron production with a
final state containing two charged leptons, following a rather model independent approach. This
limit is higher than the one presented in the dedicated high multiplicity search from CMS using
2016 data [94], corresponding to a PEF value of 0.021 for ESph = 9 TeV. This analysis uses the
information of the full event content, especially on the multiplicity of the event. This is a more
model-dependent approach which also includes not necessarily well reconstructed objects. It is
therefore possible to increase the sensitivity of this search by applying additional requirements,
for example high multiplicity or high sphericity. However, this would also mean becoming more
dependent on that specific model search and to a certain phase-space.

This limit would benefit the most from a higher center-of-mass energy, compared to the other
interpretations, as the production cross section rises significantly. Figure 6.15 shows the produc-
tion cross section for sphaleron threshold energies between 8 TeV and 10 TeV at center-of-mass
energies of 13, 13.6 and 14 TeV. The rise to 14 TeV would increase the cross section by about one
order of magnitude at ESph = 9 TeV. This also shows that repeating this search using Run 3 data,
measured at

√
s = 13.6 TeV, should deliver a significant improvement in the limit of the PEF even

if the collected number of events is in the same order as for Run 2.
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Figure 6.15.: Theoretical cross section of the sphaleron production as a function of Esph, considering three
different center-of-mass energies up to the design energy of 14 TeV of the LHC. Note how the cross
section is increased by about one order of magnitude when the center-of-mass energy is raised by 1 TeV
for Esph = 9 TeV.
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6. Statistical Interpretation

6.3.6 Model Independent Limit

In addition to the model-dependent exclusion limits presented previously, a model-independent
(MI) limit is calculated for each channel. This limit can be used by theorists or others to derive
a cross section limit for additional interpretations with similar final states without running a
full simulation including the detector and reconstruction, as only generator level information is
needed.

The main difference to the specific signal model limits is that the shape is not taken into account.
The MI limit is calculated by first summing over the bins of the discriminating distribution from a
specific mass threshold, mmin, up to infinity. The exclusion limit is then calculated on this single
bin distribution. This step is repeated for multiple threshold masses, increasing in intervals of
50 GeV.

Although no signal shape is used, the acceptance times efficiency of a potential signal is assumed
to show a flat behaviour as a function of the invariant mass. It is taken from the Z’ interpretation
and assumed to be 65 % for the eµ channel, 24 % for the eτ channel and 23 % for the µτ channel
(see Section 5.4.5). Since the experimental A× ϵ is already included in the limit, only the A× ϵ
on generator level needs to be calculated to apply this model independent limit.

The model-independent cross section limit can be seen in Figure 6.16 for the eµ and eτ channel
and in Figure 6.17 for the µτ channel.
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Figure 6.16.: Model-independent 95 % exclusion limit on the cross section for the eµ (left) and the eτ
(right) channel for the full Run 2 dataset. The solid black line indicates the observed limit while the
dashed black line indicates the median expected limit calculated from the background simulation with
repeated toy experiments. The green and yellow band show the 68 and 95 percentile interval from the
expected limit distribution. The limit is shown as a function of the invariant (collinear) mass.

All three channels show a good agreement between the observed and expected upper limit. The
curves are falling for higher mass thresholds, starting from O(102), and becoming flat at O(10−1)
once no data above the specific threshold is measured or expected.

A factor fm(m
min) representing the effect of the minimum mass threshold mmin on the signal

distribution is calculated by summing the number of signal events on generator level above the
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6.3. Result of the Statistical Interpretation
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Figure 6.17.: Model-independent 95 % exclusion limit on the cross section for the µτ channel for the full
Run 2 dataset. The solid black line indicates the observed limit while the dashed black line indicates
the median expected limit calculated from the background simulation with repeated toy experiments.
The green and yellow band show the 68 and 95 percentile interval from the expected limit distribution.
The limit is shown as a function of the collinear mass.

threshold and dividing the result by the total number of generated events:

fm(m
min) =

number of events m > mmin

total number of events
. (6.35)

The exclusion limit on the cross section times branching fraction of the new interpretation
(σBAε)excl(total)) can be determined by dividing the MI exclusion limit by the fm(m

min):

(σBAε)excl(total) =
(σBAε)MI(m

min)

fm(m
min)

, (6.36)

where (σBAε)excl(total) is the exclusion limit calculated for the specific new model interpretation
and the specific mass threshold and (σBAε)MI is the model-independent limit.

The (σBAε)excl(total) needs to be determined for all mass threshold values. The minimum of all
these exclusion limits is then chosen to be the exclusion limit for the new interpretation. If the
theoretical cross section times branching ratio is larger than the exclusion limit derived from the
MI limit, this specific model can be excluded.
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6. Statistical Interpretation

Comparison between MiniAOD and NanoAOD

Figure 6.18 shows the result of the model-independent limit calculation using the different file
formats. The differences in the two µτ channel versions are again due to the updated corrections
in the NanoAOD version, leading to a slightly stronger under fluctuation around 800 GeV in the
collinear mass and a change in which bin the high mass event belongs to. The expected limit
behaves nearly identically in both versions.
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Figure 6.18.: Model-independent 95 % exclusion limit on the cross section for the µτ channel for the
full Run 2 dataset in the MiniAOD version (left) and the NanoAOD version (right). The solid black line
indicates the observed limit while the dashed black line indicates the median expected limit calculated
from the background simulation with repeated toy experiments. The green and yellow band show the
68 and 95 percentile interval from the expected limit distribution. The limit is shown as a function of
the collinear mass. Both versions show very similar behaviour with very small differences due to the
updated corrections in NanoAOD.
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7 Summary

This thesis presented a search for lepton flavour violation considering two charged leptons with
different flavours in the final state, namely the eµ, eτ and µτ channels. The main focus in the
description of the analysis was the µτ channel together with a comparison of two different
available data formats, MiniAOD and NanoAOD. The dataset used in this thesis includes the full
Run-2 data recorded by the CMS experiment at

√
s = 13 TeV during the years 2016 to 2018,

summing up to an integrated luminosity of 138 fb−1.

Monte Carlo simulations were used to describe the expected Standard Model background of
prompt τ objects. For the estimation of the contribution of mis-identified tau objects, a data-
driven approach has been presented and tested. The systematic uncertainties playing a role
in this analysis were discussed. The leading uncertainty in the µτ channel comes from the
mis-identified tau object prediction, together with the uncertainties on the muon object and the
parton distribution function in the high energy regime.

No significant deviation from the Standard Model prediction has been found in the three channels.
Their final mass distribution was then used as an input for further statistical analyses.

The presented mass limits on the beyond the Standard Model interpretations are the most
constraining ones to date in all three channels. Masses of a potential sequential standard model
(SSM) Z’ up to 5.0, 4.3 and 4.1 TeV are excluded at a 95 % CL for the eµ, eτ and µτ channel,
respectively, delivering a significant improvement of up to 600 GeV compared to previous searches.
In the R-parity violating supersymmetry model, with λ = λ′ = 0.01, tau sneutrino masses up
to 2.2, 1.6 and 1.6 TeV are excluded at a 95 % CL for the eµ, eτ and µτ channels, respectively.
For λ = λ′ = 0.1, masses up to 4.2, 3.7 and 3.7 TeV are also excluded at a 95 % CL for the
corresponding channels. Exclusion limits on the threshold mass of the production of Quantum
Black Holes were set at 5.6, 5.2 and 5.3 TeV, for the number of extra dimensions n = 4 at a 95 %
CL, for the eµ, eτ and µτ channels.

For the first time, a limit on the pre-exponential factor of sphaleron production was set at 0.63 for
a sphaleron with Esph = 9 TeV for these specific leptonic channels. Additionally, for the first time,
a model-independent limit for all three channels was provided. The presented results can now
be used to calculate additional exclusion limits based on different interpretations with similar
kinematics.

Run 3 of the LHC with a higher center-of-mass energy of 13.6 TeV offers a new opportunity to
make a discovery in the high energy regime and therefore see first signs of either new physics
or unobserved effects predicted by the SM. The limits presented in this thesis, in the case that
no discovery will be made, are expected to stay the most stringent limits for the SSM, RPV
and QBH interpretation until the collected statistics at the LHC for Run 3 surpasses the full
Run 2 statistics, considering that the rise in the center-of-mass energy from 13 TeV to 13.6 TeV
is not expected to deliver a significant change in the production cross sections compared to the
also higher production of background in the high energy regime. This is not the case for the
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7. Summary

sphaleron interpretation, as the cross section rises by a factor of ≈ 2.7 for the higher center-
of-mass energy. Thus, it is expected that a significantly more stringent limit can be set for the
sphaleron interpretation even before the end of Run 3.

Even though no deviations from the Standard Model prediction have been found in this analysis,
this search should be continued for Run 3 and later runs. These might offer promising results as
new physics potentially hides at higher energies or at very low production cross sections, which
might show up at very high luminosities at the planned high luminosity LHC (HL-LHC) [203].
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A Appendix

A.1 Background Table

Table A.1.: List of backgrounds and their cross section (in pb) for the year 2016.

Sample name Cross section (pb)

/DYJetsToLL_M-50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 6.1·103

/TTTo2L2Nu_TuneCUETP8M2_ttHtranche3_13TeV-powheg-pythia8 76.7
/TTToSemilepton_TuneCUETP8M2_ttHtranche3_13TeV-powheg-pythia8 3.2·102

/TTToHadronic_TuneCUETP8M2_ttHtranche3_13TeV-powheg-pythia8 3.8·103

/WWTo2L2Nu_Mll_200To600_13TeV-powheg 10.5
/WZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 5.60

/WZTo3LNu_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 4.43

/ZZTo2L2Nu_13TeV_powheg_pythia8 0.56

/ZZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 3.22

/ZZTo4L_13TeV-amcatnloFXFX-pythia8 1.26

/ST_tW_top_5f_NoFullyHadronicDecays_13TeV-powheg_TuneCUETP8M1 19.5
/ST_tW_antitop_5f_NoFullyHadronicDecays_13TeV-powheg_TuneCUETP8M1 19.5
/DYJetsToLL_M-100to200_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 2.3·102

/DYJetsToLL_M-200to400_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 7.77

/DYJetsToLL_M-400to500_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 0.41

/DYJetsToLL_M-500to700_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 0.23

/DYJetsToLL_M-700to800_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 3.6·10−2

/DYJetsToLL_M-800to1000_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 3.0·10−2

/DYJetsToLL_M-1000to1500_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 1.6·10−2

/DYJetsToLL_M-1500to2000_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 2.2·10−3

/DYJetsToLL_M-2000to3000_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 5.2·10−4

/WJetsToLNu_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 5.0·104

/WJetsToLNu_HT-70To100_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1.4·103

/WJetsToLNu_HT-100To200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1.3·103

/WJetsToLNu_HT-200To400_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 3.6·102

/WJetsToLNu_HT-400To600_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 48.8
/WJetsToLNu_HT-600To800_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 12.1
/WJetsToLNu_HT-800To1200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 5.50

/WJetsToLNu_HT-1200To2500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1.33

/WJetsToLNu_HT-2500ToInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 3.2·10−2

/WWTo2L2Nu_NNPDF31_13TeV-powheg 12.2
/WWTo2L2Nu_Mll_200To600_13TeV-powheg 1.39

/WWTo2L2Nu_Mll_600To1200_13TeV-powheg 5.7·10−2

/WWTo2L2Nu_Mll_1200To2500_13TeV-powheg 3.6·10−3

/WWTo2L2Nu_Mll_2500ToInf_13TeV-powheg 5.4·10−5

/TTToLL_MLL_500To800_41to65_13TeV-powheg-pythia8 0.33

/TTToLL_MLL_800To1200_41to65_13TeV-powheg-pythia8 3.3·10−2

/TTToLL_MLL_1200To1800_41to65_13TeV-powheg-pythia8 3.1·10−3

/TTToLL_MLL_1800ToInf_41to65_13TeV-powheg-pythia8 1.7·10−4
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Table A.2.: List of backgrounds and their cross section (in pb) for the years 2017 and 2018

Sample name Cross section (pb)

/DYJetsToLL_M-50_TuneCP5_13TeV-amcatnloFXFX-pythia8 6.1·103

/TTTo2L2Nu_TuneCP5_13TeV-powheg-pythia8 87.3
/TTToSemiLeptonic_TuneCP5_PSweights_13TeV-powheg-pythia8 3.6·102

/TTToHadronic_TuneCP5_PSweights_13TeV-powheg-pythia8 3.8·102

/WWTo2L2Nu_NNPDF31_TuneCP5_13TeV-powheg-pythia8 12.2
/WZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 5.60

/WZTo3LNu_TuneCP5_13TeV-amcatnloFXFX-pythia8 5.05

/ZZTo2L2Nu_13TeV_powheg_pythia8 0.56

/ZZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 3.22

/ZZTo4L_13TeV_powheg_pythia8 1.21

/ST_tW_top_5f_NoFullyHadronicDecays_13TeV-powheg_TuneCP5 19.5
/ST_tW_antitop_5f_NoFullyHadronicDecays_13TeV-powheg_TuneCP5 19.5
/DYJetsToLL_M-100to200_TuneCP5_13TeV-amcatnloFXFX-pythia8 2.3·102

/DYJetsToLL_M-200to400_TuneCP5_13TeV-amcatnloFXFX-pythia8 7.77

/DYJetsToLL_M-400to500_TuneCP5_13TeV-amcatnloFXFX-pythia8 0.43

/DYJetsToLL_M-500to700_TuneCP5_13TeV-amcatnloFXFX-pythia8 0.24

/DYJetsToLL_M-700to800_TuneCP5_13TeV-amcatnloFXFX-pythia8 3.8·10−2

/DYJetsToLL_M-800to1000_TuneCP5_13TeV-amcatnloFXFX-pythia8 3.2·10−2

/DYJetsToLL_M-1000to1500_TuneCP5_13TeV-amcatnloFXFX-pythia8 2.0·10−2

/DYJetsToLL_M-1500to2000_TuneCP5_13TeV-amcatnloFXFX-pythia8 2.3·10−3

/DYJetsToLL_M-2000to3000_TuneCP5_13TeV-amcatnloFXFX-pythia8 5.4·10−4

/WJetsToLNu_TuneCP5_13TeV-madgraphMLM-pythia8 6.2·104

/WJetsToLNu_HT-70To100_TuneCP5_13TeV-madgraphMLM-pythia8 1.3·103

/WJetsToLNu_HT-100To200_TuneCP5_13TeV-madgraphMLM-pythia8 1.4·103

/WJetsToLNu_HT-200To400_TuneCP5_13TeV-madgraphMLM-pythia8 4.1·102

/WJetsToLNu_HT-400To600_TuneCP5_13TeV-madgraphMLM-pythia8 57.4
/WJetsToLNu_HT-600To800_TuneCP5_13TeV-madgraphMLM-pythia8 12.9
/WJetsToLNu_HT-800To1200_TuneCP5_13TeV-madgraphMLM-pythia8 5.37

/WJetsToLNu_HT-1200To2500_TuneCP5_13TeV-madgraphMLM-pythia8 1.07

/WJetsToLNu_HT-2500ToInf_TuneCP5_13TeV-madgraphMLM-pythia8 8.0·10−3

/WWTo2L2Nu_NNPDF31_13TeV-powheg 12.2
/WWTo2L2Nu_Mll_200To600_NNPDF31_13TeV-powheg 1.39

/WWTo2L2Nu_Mll_600To1200_NNPDF31_13TeV-powheg 5.7·10−2

/WWTo2L2Nu_Mll_1200To2500_NNPDF31_13TeV-powheg 3.6·10−3

/WWTo2L2Nu_Mll_2500ToInf_NNPDF31_13TeV-powheg 5.4·10−5

/TTToLL_MLL_500To800_41to65_NNPDF31_13TeV-powheg-pythia8 0.33

/TTToLL_MLL_800To1200_41to65_NNPDF31_13TeV-powheg-pythia8 3.3·10−2

/TTToLL_MLL_1200To1800_41to65_NNPDF31_13TeV-powheg-pythia8 3.1·10−3

/TTToLL_MLL_1800ToInf_41to65_NNPDF31_13TeV-powheg-pythia8 1.7·10−4
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A.2. eτ Trigger Scale Factors

A.2 eτ Trigger Scale Factors
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Figure A.1.: Trigger scale factors for the eτ channel as a function of the supercluster η and the pT of the
electron for the year 2016 (taken from [134].
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Figure A.2.: Trigger scale factors for the eτ channel as a function of the supercluster η and the pT of the
electron for the year 2017 (taken from [134].
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Figure A.3.: Trigger scale factors for the eτ channel as a function of the supercluster η and the pT of the
electron for the year 2018 (taken from [134].
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A.3 Fake Rate for 2016 and 2017

Table A.3.: Calculated fake rates FR obtained for the year 2016 for the different tau pT and tau pT over jet
pT bins in the Barrel and Endcap region. The error shown is of statistical nature.

2016

pτ
T [GeV] pτ

T / pjet
T fake rate (barrel) fake rate (endcap)

50 - 80

0 − 0.5
0.5 − 0.6
0.6 − 0.65
0.65 − 0.7
0.7 − 0.75
0.75 − 1.0
1.0 − 3.0

0.031 ± 0.001
0.043 ± 0.001
0.043 ± 0.002
0.047 ± 0.002
0.046 ± 0.002
0.060 ± 0.002
0.07 ± 0.02

0.028 ± 0.002
0.036 ± 0.002
0.036 ± 0.003
0.043 ± 0.003
0.050 ± 0.003
0.053 ± 0.003
0.05 ± 0.01

80 − 150

0 − 0.5
0.5 − 0.6
0.6 − 0.65
0.65 − 0.7
0.7 − 0.75
0.75 − 1.0
1.0 − 3.0

0.024 ± 0.005
0.031 ± 0.003
0.027 ± 0.003
0.037 ± 0.003
0.040 ± 0.003
0.062 ± 0.002
0.092 ± 0.02

0.011 ± 0.008
0.031 ± 0.005
0.031 ± 0.005
0.030 ± 0.004
0.041 ± 0.004
0.061 ± 0.005
0.06 ± 0.02

150 − 1000
0. − 0.7
0.7 − 1.
1. − 3.

0.033 ± 0.006
0.059 ± 0.006
0.0004 ± 0.04

0.026 ± 0.009
0.070 ± 0.011
0.04 ± 0.03
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Table A.4.: Calculated fake rates FR obtained for the year 2017 for the different tau pT and tau pT over jet
pT bins in the Barrel and Endcap region. The error shown is of statistical nature.

2017

pτ
T [GeV] pτ

T / pjet
T fake rate (barrel) fake rate (endcap)

50 − 80

0 − 0.5
0.5 − 0.6
0.6 − 0.65
0.65 − 0.7
0.7 − 0.75
0.75 − 1.0
1.0 − 3.0

0.031 ± 0.001
0.043 ± 0.001
0.043 ± 0.002
0.047 ± 0.002
0.046 ± 0.002
0.060 ± 0.002
0.07 ± 0.02

0.028 ± 0.002
0.036 ± 0.002
0.036 ± 0.003
0.043 ± 0.003
0.050 ± 0.003
0.053 ± 0.003
0.05 ± 0.01

80 − 150

0 − 0.5
0.5 − 0.6
0.6 − 0.65
0.65 − 0.7
0.7 − 0.75
0.75 − 1.0
1.0 − 3.0

0.024 ± 0.005
0.031 ± 0.003
0.027 ± 0.003
0.037 ± 0.003
0.040 ± 0.003
0.062 ± 0.002
0.092 ± 0.02

0.011 ± 0.008
0.031 ± 0.005
0.031 ± 0.005
0.030 ± 0.004
0.041 ± 0.004
0.061 ± 0.005
0.06 ± 0.02

150 − 1000
0. − 0.7
0.7 − 1.
1. − 3.

0.033 ± 0.006
0.059 ± 0.006
0.0004 ± 0.04

0.026 ± 0.009
0.070 ± 0.011
0.04 ± 0.03
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A.4. Single Year Distributions

A.4 Single Year Distributions
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Figure A.4.: Data and the Standard Model prediction using the jet faking taus contribution derived from
data for the muon pT (left), muon η (right) and muon ϕ (bottom) for 2016. In the bottom of each
plot, a ratio between the measured data and the Standard Model prediction is shown together with
the combined relative systematic uncertainties as a grey band. The distributions do not show any
unexpected behaviour nor significant variations from the Standard Model prediction.

139



Appendix A. Appendix

0 200 400 600 800 1000 1200 1400
[GeV]τ

T
p

3−10

2−10

1−10

1

10

210

310

410

510

610

710

810

910

E
v
e

n
ts

 /
 2

0
 G

e
V

 (13 TeV)136 fb

CMS

Private Work
Data τMisID 

tt̅ Diboson

Single t ll →Z 

0 200 400 600 800 1000 1200 1400
[GeV]τ

T
p

0
0.5

1
1.5

2

B
k
g

D
a
ta

2− 1− 0 1 2
)τ(η

3−10

2−10

1−10

1

10

210

310

410

510

610

710

810

910

1010

E
v
e

n
ts

 /
 0

.2

 (13 TeV)136 fb

CMS

Private Work
Data τMisID 

tt̅ Diboson

Single t ll →Z 

2− 1− 0 1 2

)τ(η

0
0.5

1
1.5

2
B

k
g

D
a
ta

3− 2− 1− 0 1 2 3
)[rad]τ(φ

3−10

2−10

1−10

1

10

210

310

410

510

610

710

810

910

E
v
e

n
ts

 /
 0

.1
2

8
 r

a
d

 (13 TeV)136 fb

CMS

Private Work
Data τMisID 

tt̅ Diboson

Single t ll →Z 

3− 2− 1− 0 1 2 3

)[rad]τ(φ

0
0.5

1
1.5

2

B
k
g

D
a
ta

Figure A.5.: Data and the Standard Model prediction using the jet faking taus contribution derived from
data for the tau pT (left), tau η (right) and tau ϕ (bottom) for 2016. In the bottom of each plot, a ratio
between the measured data and the Standard Model prediction is shown together with the combined
relative systematic uncertainties as a grey band. The distributions do not show any unexpected
behaviour nor significant deviations from the Standard Model prediction.
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Figure A.6.: Data and the Standard Model prediction using the jet faking taus contribution derived from
data for the p⃗miss

T (left) and the ϕ(⃗pmiss
T ) (right) for 2016. In the bottom of each plot a ratio between

the measured data and the Standard Model prediction is shown together with the combined relative
systematic uncertainties as a grey band. The distributions do not show any unexpected behaviour nor
significant variations from the Standard Model prediction.
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Figure A.7.: Collinear mass distribution of the muon and the tau after all selection steps for 2016. The
distribution is shown with a binning following the mass resolution and underlying statistic. Each bin
is normalized to its width. The different backgrounds are ordered by their contribution. The lower
part of the plot shows the ratio between the measured data and the Standard Model prediction. The
grey band in the ratio represents the combined relative systematic uncertainty.
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A.4.2 2017
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Figure A.8.: Data and the Standard Model prediction using the jet faking taus contribution derived from
data for the muon pT (left), muon η (right) and muon ϕ (bottom) for 2017. In the bottom of each
plot, a ratio between the measured data and the Standard Model prediction is shown together with
the combined relative systematic uncertainties as a grey band. The distributions do not show any
unexpected behaviour nor significant variations from the Standard Model prediction.
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Figure A.9.: Data and the Standard Model prediction using the jet faking taus contribution derived from
data for the tau pT (left), tau η (right) and tau ϕ (bottom) for 2017. In the bottom of each plot, a ratio
between the measured data and the Standard Model prediction is shown together with the combined
relative systematic uncertainties as a grey band. The distributions do not show any unexpected
behaviour nor significant deviations from the Standard Model prediction.
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Figure A.10.: Data and the Standard Model prediction using the jet faking taus contribution derived from
data for the p⃗miss

T (left) and the ϕ(⃗pmiss
T ) (right) for 2017. In the bottom of each plot a ratio between

the measured data and the Standard Model prediction is shown together with the combined relative
systematic uncertainties as a grey band. The distributions do not show any unexpected behaviour nor
significant variations from the Standard Model prediction.
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Figure A.11.: Collinear mass distribution of the muon and the tau after all selection steps for 2017. The
distribution is shown with a binning following the mass resolution and underlying statistic. Each bin
is normalized to its width. The different backgrounds are ordered by their contribution. The lower
part of the plot shows the ratio between the measured data and the Standard Model prediction. The
grey band in the ratio represents the combined relative systematic uncertainty.
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A.4. Single Year Distributions

A.4.3 2018
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Figure A.12.: Data and the Standard Model prediction using the jet faking taus contribution derived from
data for the muon pT (left), muon η (right) and muon ϕ (bottom) for 2018. In the bottom of each
plot, a ratio between the measured data and the Standard Model prediction is shown together with
the combined relative systematic uncertainties as a grey band. The distributions do not show any
unexpected behaviour nor significant variations from the Standard Model prediction.
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Figure A.13.: Data and the Standard Model prediction using the jet faking taus contribution derived
from data for the tau pT (left), tau η (right) and tau ϕ (bottom) for 2018. In the bottom of each
plot, a ratio between the measured data and the Standard Model prediction is shown together with
the combined relative systematic uncertainties as a grey band. The distributions do not show any
unexpected behaviour nor significant deviations from the Standard Model prediction.
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Figure A.14.: Data and the Standard Model prediction using the jet faking taus contribution derived from
data for the p⃗miss

T (left) and the ϕ(⃗pmiss
T ) (right) for 2018. In the bottom of each plot a ratio between

the measured data and the Standard Model prediction is shown together with the combined relative
systematic uncertainties as a grey band. The distributions do not show any unexpected behaviour nor
significant variations from the Standard Model prediction.
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Figure A.15.: Collinear mass distribution of the muon and the tau after all selection steps for 2018. The
distribution is shown with a binning following the mass resolution and underlying statistic. Each bin
is normalized to its width. The different backgrounds are ordered by their contribution. The lower
part of the plot shows the ratio between the measured data and the Standard Model prediction. The
grey band in the ratio represents the combined relative systematic uncertainty.
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