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Zusammenfassung

In dieser Arbeit wird die Suche nach neuer Physik im Endzustand µ + ν behandelt.
Diesbezüglich potenzielle Standardmodellerweiterungen werden betrachtet. Zwei Ref-
erenzmodelle werden untersucht, zum einen Kontaktwechselwirkungen zwischen vier
Fermionen, sowie in einem einfachen Vergleichsmodell der Zerfall von einem neuen,
schweren geladenen Eichboson W ′. Als Datensatz dienen Messungen von Proton-Proton-
Kollisionen, durchgeführt im Jahr 2012 mit dem CMS-Experiment am CERN bei einer
Schwerpunktsenergie von

√
s = 8 TeV, welche einer integrierten Luminosität von 10.3 fb−1

entsprechen. Da keine Abweichungen von der Vorhersage des Standardmodells entdeckt
worden sind, werden Ausschlussgrenzen auf die hier betrachteten Modelle neuer Physik
bestimmt. Es ergeben sich Ausschlussgrenzen auf die W ′-Masse MW ′ < 2.9 TeV, unter
der Annahme von W -ähnlichen Kopplungen sowie auf die Energieskala der Kontaktwech-
selwirkung von Λ < 10.0 TeV, jeweils für ein Konfidenzintervall von 95 %. Außerdem
wird durch eine Kombination mit den Ergebnissen aus dem Zerfallskanal W ′ → eν eine
Verbesserung des Ausschlusslimits auf MW ′ < 3.0 TeV erzielt. Ergebnisse der vorliegen-
den Studie mit einem Datensatz von 3.7 fb−1 wurden in [1] veröffentlicht.

Abstract

This analysis deals with the search for new physics in the µ + ν final state. Regard-
ing this, a four-fermion contact interaction is considered as a potential standard-model
extension as well as the decay of a new heavy, charged gauge boson W ′ in a simplified
reference model. The dataset comprises proton-proton collisions recorded at a center-of-
mass energy of

√
s = 8 TeV with the CMS experiment at the LHC in 2012 corresponds to

an integrated luminosity of 10.3 fb−1. Since no deviations from the standard model pre-
diction have been found, exclusion limits are set on the considered new-physics models.
Exclusion limits on the W ′ mass of MW ′ < 2.9 TeV under the assumption of W -like cou-
plings are obtained, as well as on the contact interaction energy scale of Λ < 10.0 TeV,
each for a 95 % confidence interval. Furthermore, an improvement of the exclusion limit
to MW ′ < 3.0 TeV is achieved by combining results with the decay channel W ′ → eν.
Results of the analysis with a dataset of 3.7 fb−1 have been published in [1].

i





Contents

1. Theoretical Considerations 1
1.1. The Standard Model of Particle Physics . . . . . . . . . . . . . . . . . . . 2

1.1.1. Quantum Electrodynamics . . . . . . . . . . . . . . . . . . . . . . 3

1.1.2. Quantum Chromodynamics . . . . . . . . . . . . . . . . . . . . . . 4

1.1.3. Electroweak Unification . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1.4. Spontaneous Symmetry Breaking . . . . . . . . . . . . . . . . . . . 6

1.1.5. Deficits of the Standard Model . . . . . . . . . . . . . . . . . . . . 7

1.2. Possible Extensions of the Standard Model . . . . . . . . . . . . . . . . . 8

1.2.1. Left-right Symmetric Extension to the Standard Model . . . . . . 8

1.2.2. The Reference Model . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.2.3. The Sequential Standard Model . . . . . . . . . . . . . . . . . . . . 10

1.2.4. Split Universal Extra Dimensions . . . . . . . . . . . . . . . . . . . 11

1.2.5. Contact Interactions to Muon and Neutrino . . . . . . . . . . . . . 11

1.3. Parton Distribution Functions and Cross Sections at Hadron Colliders . . 13

1.4. The Jacobian Peak and the Transverse Mass . . . . . . . . . . . . . . . . 14

1.4.1. The Jacobian Peak . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.4.2. The Transverse Mass . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2. Experimental Setup 17
2.1. The LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2. The CMS Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2.1. The Tracker System . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2.2. The Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.3. The Muon System . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2.4. The CMS Trigger System . . . . . . . . . . . . . . . . . . . . . . . 26

2.2.5. Luminosity Measurement . . . . . . . . . . . . . . . . . . . . . . . 27

3. Object Reconstruction And Computing Framework 29
3.1. Muon Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1.1. Muon Momentum Measurement . . . . . . . . . . . . . . . . . . . 29

3.1.2. Tracking Algorithm Overview . . . . . . . . . . . . . . . . . . . . . 29

3.1.3. Stand-alone, Global and Tracker Muons . . . . . . . . . . . . . . . 30

3.1.4. Dedicated High pT Muon Reconstruction . . . . . . . . . . . . . . 31

3.2. Reconstruction Of The Missing Transverse Energy With The Particle
Flow Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3. Computing Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

iii



Contents

4. Signal Properties 35
4.1. Generation of Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2. SSM W ′ Signal: Production and Properties . . . . . . . . . . . . . . . . . 36

4.2.1. W ′ Cross Sections . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.2. W ′ Signal Properties . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.3. Contact Interaction: Production and Properties . . . . . . . . . . . . . . . 38
4.3.1. The Contact Interaction Cross Section . . . . . . . . . . . . . . . . 40
4.3.2. Contact Interaction Signal Properties . . . . . . . . . . . . . . . . 40

4.4. PDF Uncertainties on the Signal Cross Section . . . . . . . . . . . . . . . 41
4.4.1. PDFs for Contact Interaction . . . . . . . . . . . . . . . . . . . . . 45

5. Dataset and Standard Model Backgrounds 47
5.1. Considered Data Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2. Standard Model Background . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.2.1. NLO corrections to the W Background . . . . . . . . . . . . . . . 50

6. Signal Selection 53
6.1. Quality Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6.1.1. Muon Quality Requirements . . . . . . . . . . . . . . . . . . . . . . 53
6.2. Signal-Specific Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

7. The Final Transverse Mass Distribution 61
7.1. Pileup Reweighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
7.2. Estimation of Multi-jet Background Contribution . . . . . . . . . . . . . . 62
7.3. Efficiencies and Scale Factors . . . . . . . . . . . . . . . . . . . . . . . . . 66
7.4. Recoil Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
7.5. The Final MT-Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . 67

7.5.1. Event Display of the Highest MT Event . . . . . . . . . . . . . . . 68

8. Background Determination and Systematic Uncertainties 71
8.1. Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
8.2. Background Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

9. Statistical Analysis and Limit Setting 77
9.1. Bayesian Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
9.2. Single-bin-counting Experiment . . . . . . . . . . . . . . . . . . . . . . . . 79
9.3. The Contact Interaction Limit . . . . . . . . . . . . . . . . . . . . . . . . 80
9.4. The W ′ Mass Limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

9.4.1. The Electron Limit and Channel Combination . . . . . . . . . . . 81

10.Conclusion 85

A. Appendix 87

iv



1. Theoretical Considerations

In this chapter a brief introduction to the Standard Model of particle physics is given,
based on [2, 3]. Its shortcomings are described and the possible extensions that are the
subjects of this thesis are motivated.

Conventions

In particle physics it is common to describe quantities like energy and momentum in
‘natural units’, i.e. ~ = c = 1, where ~ is the reduced Planck constant and c is the speed
of light.
As a result, energies, masses and momenta can be stated in units of electron volt; ‘eV’
with 1 eV=1.602 · 10−19 J. In this thesis ‘GeV’ (Giga electron volt, i.e. 109 eV) and
‘TeV’ (Tera electron volt, i.e. 1012 e are the most common units.
Especially in the first chapter, electric charges are given in units of the elementary charge
e=1.602 · 10−19 C.
In the next section the Einsteinian summation convention is used as a compact notation
of contracting four-vectors, following:

AµBµ = −
3∑
i=1

Ai ·Bi +A0 ·B0. (1.1)

The CMS Coordinate System

Due to its cylindrical symmetry, points inside the detector are parametrized with polar
coordinates with the origin in the nominal interaction point located in the center of the
detector. The x-axis points radially towards the center of the LHC ring, while the y-axis
points vertically upwards. The z-axis points along the beam pipe with direction towards
the Jura mountains. φ denotes the angle between the x-axis and the y-axis, starting at
the former and θ is the polar angle, starting at z. In practice, often the pseudorapidity
η is used instead of the polar angle, which is calculated by:

η = − ln(tan(
θ

2
)) (1.2)

The reason is that differences in pseudorapidity are Lorentz-invariant and therefore are
the same in the center-of-mass system and in the laboratory system.
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1. Theoretical Considerations

1.1. The Standard Model of Particle Physics

The Standard Model (SM) of particle physics is the very successful convergence of several
theoretical constructs modelling many different observations in the world of elementary
particles. It is a local, relativistic gauge theory of quantum fields and provides a descrip-
tion of all known matter and its interaction concerning three out of the four fundamental
forces1: the electromagnetic force mediated by the massless photon, the strong force me-
diated by eight massless gluons, and the weak force mediated by the massive W± and
Z. Those force carriers, summarized as gauge bosons, carry a spin of 1 and are defined
as quantum excitations of the corresponding gauge field. The fact that the masses of the
gauge bosons of weak interaction are measured to be non-zero, leads to the postulation
of another boson, the scalar Higgs-Boson. All attempts to discover the Higgs-Boson have
been futile until the aera of the LHC, whose two major collaborations ATLAS and CMS
independently claimed a higgs-boson-compatible discovery [4, 5]. Matter (and antimat-
ter) is represented by fermionic fields (spin 1

2) and is divided into the group of leptons
and the group of quarks. There are three electrically charged leptons (electron, muon
and tau) and three corresponding neutral, very light particles observed (called electron
neutrino, muon neutrino and tau neutrino). Three of the six observed quarks have an
electrical charge of +2

3 (the so called up quark, charm quark and top quark), the other
three have a charge of −1

3 (down quark, strange quark, bottom quark). Apart from their
different electric charges and masses (see figure 1.1), quarks, unlike leptons, underlie the
strong interaction.
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Figure 1.1.: Fermions and gauge bosons of the Standard Model [6]

1The gravitational force still holds out against quantization.
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1.1. The Standard Model of Particle Physics

In the following subsections the most important theoretical components of the Stan-
dard Model are introduced using the Lagrange formalism.

The Lagrange density (Lagrangian) L (φi, ∂φi) is a function of the quantum fields φi
and ∂φi from which, if known for a certain system, the dynamics can directly be derived
via the Euler-Lagrange equations

∂L

∂φi
= ∂µ

∂L

∂(∂µφi)
(1.3)

The basis of the SM as a quantum field theory is the idea to postulate that certain local
transformations leave the Lagrangian unchanged, which is called gauge invariance. This
idea, called gauge principle, maintains that the considered field theory is renormaliz-
able, i.e. being capable of making finite predictions after absorbing infinite terms into
parameters.

1.1.1. Quantum Electrodynamics

A successful attempt to find an extension to the Schrödinger equation to describe rela-
tivistic quantum fields was made by Paul Dirac [7]. A free Dirac fermion can be described
via the Dirac equation

(iγµ∂µ −m)ψ(x) = 0 (1.4)

which can be derived from the Lagrangian

L0 = iψ̄(x)γµ∂µψ(x)−mψ̄(x)ψ(x). (1.5)

Here, m is the mass of the fermion, ψ is its four-dimensional2 spinor and γµ=0,1,2,3 are
the Dirac matrices. L0 is invariant under global U(1) transformation

ψ(x)→ ψ(x)eiQθ, (1.6)

but not under local U(1) transformation, where θ = θ(x). To maintain phase invariance
under local gauge transformations (i.e. to fulfil the gauge principle), a new spin-1 field
Aµ(x) is introduced, which transforms as:

Aµ(x)→ Aµ(x) +
1

e
∂µθ. (1.7)

Now, the covariant derivative defined as

Dµψ(x) = (∂µ − ieQAµ(x))ψ(x) (1.8)

replaces the partial derivative ∂µ to receive the U(1) gauge invariant Lagrangian:

L = L0 + eQAµ(x)ψ̄(x)ψ(x) (1.9)

2one dimension for every spin configuration of the particle and the antiparticle

3



1. Theoretical Considerations

After adding a kinematic term

Lkin = −1

4
Fµν(x)Fµν(x), (1.10)

where Fµν(x) = ∂µAν(x) − ∂νAµ(x), one yields the complete Lagrangian of quantum
electrodynamics (QED):

LQED = iψ̄(x)γµ∂µψ(x)−mψ̄(x)ψ(x) + eQAµ(x)ψ̄(x)ψ(x)− 1

4
Fµν(x)Fµν(x), (1.11)

in which e is associated with the coupling constant of the QED (elementary charge) and
Q being the the charge of the fermion. The first term is interpreted as the kinetic energy
of the fermion, the second one is its mass term, the third one describes the interaction
between a charged particle and a photon and the fourth is the kinetic term of the photon.

1.1.2. Quantum Chromodynamics

As already mentioned, only quarks do interact via the strong interaction [8]. Quarks
are observed to exist only in bound states consisting of either a quark-antiquark pair
(meson) or three (anti-)quarks (baryon). To explain this and further observations a
new quantum number is postulated: the colour charge. Each quark is either red, green
or blue, and baryons and mesons are all colourless from the outside. This, together
with an increase of the strong coupling for higher distances, is called the confinement
hypothesis. The existence of three colours leads to 12-dimensional3 spinors for the quark
fields in the QCD. Demanding local SU(3) gauge invariance of the free Lagrangian leads
to eight independent gauge parameters and therefore the postulation of eight different
strong force exchange particles, the gluons. The fact that the eight SU(3) matrices do
not commutate gives rise to two differences between the QED and the QCD. At first,
the gauge field does interact with itself. Cubic and quartic gluon self-interactions are
possible. The second difference is that the coupling αs between all quarks and the gluons

is the same, namely αs(s = M2
Z) = g2

s
4π ≈ 0.12, where gs is the strong coupling constant.

1.1.3. Electroweak Unification

The term electroweak unification [9, 10] describes the effort to create a gauge invariant
Lagrangian, which satisfies the experimentally observed phenomena of electrodynamics
and weak interaction. The latter are (among others) the parity violation for weak in-
teractions (100 % for W±, less for Z), the apparent non-existence of (anti-)neutrinos
with right-handed chirality, the possible flavour-mixing involving quarks and charged
currents (weak eigenstates are different from mass eigenstates), the absence of flavour
changing neutral currents and the non-zero masses of three gauge bosons. The symme-
try group has to take into account the appearance of left-handed doublets as well as the
electromagnetic interaction. The simplest symmetry group to consider is therefore

SU(2)L × U(1)Y , (1.12)

3three from the colour times four of the QED spinors
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1.1. The Standard Model of Particle Physics

where L stands for left-handed fields and Y is called the electroweak hypercharge and
defines the couplings inside the U(1) group, analogously (but not equal) to the electric
charge Q inside the U(1)QED. The corresponding quantum number to the SU(2)L is
the weak isospin I, which is related to Y and Q via

Y

2
= Q− I3. (1.13)

The quantum numbers of the weak interaction are summarized in table 1.1.

Table 1.1.: Quantum numbers of the electroweak theory: Q is the electric charge, I is
the weak isospin and Y is the hypercharge. uL/R and dL/R refer to all up
and down quarks, respectively. For antiparticles, the signs of the quantum
numbers are inverted [3].

Since the SU(2)L has three generators and the U(1)Y one, four gauge fields result, two
charged (W 1,2) and two neutral ones (W 3 and B). The electroweak covariant derivative
reads

Dµ = ∂µ +
3∑
i=1

igτi ·Wµ
i + ig′

Y

2
·Bµ, (1.14)

where τi stands for the three generators of the SU(2), e.g. the Pauli matrices, and g
and g′ are the two coupling strengths corresponding to SU(2)L and U(1)Y . In order to
maintain the four gauge bosons W±, Z and A with their observed properties,they can
be identified as linear combinations of the newly introduced gauge fields:

W± =
1√
2

(W 1 ± iW 2) (1.15)

and
A = cos θW ·B + sin θW ·W 3 (1.16)

Z = − sin θW ·B + cos θW ·W 3. (1.17)

Here, θW is a free mixing parameter and called Weinberg angle. It is related to the
couplings via

cos θW =
g√

g2 + g′2
(1.18)

and can be measured (as a direct result of the Higgs mechanism, see next subsection)
via the boson masses

cos θW =
mW

mZ
(1.19)

5



1. Theoretical Considerations

to θW ≈ 28.74◦. As a direct consequence of the gauge symmetry of the electroweak
Lagrangian, the couplings of quarks and leptons are universally the same for charged
currents, while this is not the case for neutral currents. Another consequence is the
existence of cubic and quartic self-interactions of the gauge bosons with always at least
one pair of W bosons. While those two consequences hold against experimental result,
the gauge symmetry also forbids mass terms for bosons (same reason as in the QED) and
also for all fermions (fermionic masses would communicate the left- and right-handed
fields which also leads to a breaking of the symmetry in the electroweak theory). Since
this is not compatible with experimental results, a new mechanism must be introduced
to break this symmetry.

1.1.4. Spontaneous Symmetry Breaking

In the 1960s several theoretical physicists [11, 12, 13, 14] provided a possible solu-
tion to the contradiction between massless gauge bosons in theory and massive ones
in observation: The spontaneous symmetry breaking. This mechanism allows to main-
tain an invariant Lagrangian and therefore a renormalizable theory, despite of a non-
symmetric vacuum. In order to achieve that, a SU(2)L doublet of complex scalar fields

φ(x) =

(
φ(+)(x)

φ(0)(x)

)
is introduced with the Lagrangian

LS = ∂†µ∂
µφ− V (φ), (1.20)

where V (φ) is a potential of the form

V (φ) = µ2φ†φ+ h(φ†φ)2, µ2 < 0, h > 0. (1.21)

LS is invariant under global U(1) transformations. The potential provides a continuous
set of degenerated vacua with the modulus of the vacuum expectation value of the

neutral field being |〈0|φ(0)|0〉| =
√
−µ2

2h , see figure 1.2 for an illustration of the singlet

case φ(x) = φ1 + iφ2 .

When a particular minimum, i.e. a vacuum state, with a certain phase θ would be
chosen in the symmetric potential, the vacuum would be non-symmetric, or in other
words, spontaneously broken. After replacing the scalar field’s derivative in 1.20 with
the covariant derivative, which contains the electroweak gauge fields, the Lagrangian
ends up including mass terms for the W± and Z. In doing so, three degrees of free-
dom corresponding to three (unphysical) massless Goldstone bosons, which arose from
introducing φ(x), can be absorbed by the additional longitudinal spin polarization of the
three now massive gauge bosons. One of the four real scalar fields remains and can be
associated with the massive Higgs boson, which is the last Standard Model particle to
be detected. In July 2012 ATLAS and CMS claimed independently the discovery of a
new massive, Higgs-like boson with spin different from 1 and mass of around 125 GeV.
Further data has yet to be analysed to be certain about the new particle being the Higgs
boson and to measure its properties.

6



1.1. The Standard Model of Particle Physics

Figure 1.2.: The shape of the scalar potential. The infinite set of degenerated vacua
lies on the dashed circle. While a field excitation φ1 would be massive, an
excitation φ2 would connect the different states of vacua, would therefore
be massless and can be interpreted as a Goldstone particle [2]

.

If a Yukawa-type coupling between the scalar field and the fermions is added to the
electroweak Lagrangian, also fermion mass terms are generated by the spontaneous sym-
metry breaking, which do not spoil the gauge invariance any more.

1.1.5. Deficits of the Standard Model

Whereas the Standard Model of particle physics is one of the best tested models in
physics so far, with the Higgs boson as the last piece of the puzzle possil found, still
some shortcomings and open questions remain.

• The discrepancy between observed rotation curves of spiral galaxies and the ex-
pected ones [15] as well as measurements using gravity lensing [16] like the study of
the Bullet Cluster lead to the hypothesis of an unknown type of subatomic particle
representing a large part of the mass in the known universe, called dark matter.
Since dark matter for now has only been detected indirectly via gravitation, not
much is known about its nature. A favoured ansatz for its origin is the theory of
supersymmetry, which predicts a global symmetry between bosons and fermions
and postulates a dark matter candidate, an only weakly (and gravitationally) in-
teracting, stable neutralino.

• Supersymmetry could also explain other open questions like the hierarchy problem
that says that, if the Higgs boson mass is of the order of 100 GeV, its bare mass
parameter must cancel out the bosonic loop corrections and therefore be accurate
over about 30 orders of magnitude, which is unnatural. Also, the wide mass range
of Standard Model particles over at least 11 orders of magnitude has no foundations
in the theory. Further substructure could be an explanation.

• Supersymmetry would also provide a mechanism to unify the three fundamental
forces of particle physics at one very high energy, therefore it would lead to a so

7



1. Theoretical Considerations

called grand unified theory. In the Standard Model the three forces approach each
other with increasing energy, but do not all meet in one point.

• Neutrino oscillation [17] describes the observed flavour transformation of one neu-
trino to another, e.g. an electron neutrino to a tau neutrino. This effect can be
explained by introducing mass differences of the neutrinos and therefore masses to
at least two neutrino flavours. But neutrino masses would lead to the existence of
right-handed neutrinos, which are not part of the Standard Model.

• In our known universe an extreme asymmetry between the occurrence of baryonic
matter and antimatter is observed. The Sakharov conditions postulate (besides
interactions out of the thermal equilibrium) a CP violation and a violation of
the baryonic number [18]. While the last one is not observed, a CP violation is
observed and part of the Standard Model, but the measured effect is much too low
to explain the matter-antimatter asymmetry.

• The origin of the parity violation in nature is not understood. Its addition to
the Standard Model looks artificial. A possible symmetrization is shown in the
following section.

1.2. Possible Extensions of the Standard Model

In this section possible extensions to the Standard Model, which are searched for in this
thesis, are briefly theoretically motivated. The main part deals with the search for new
heavy charged gauge bosons, but also possible reinterpretations as four-fermion contact
interactions and universal extra dimensions are introduced.

1.2.1. Left-right Symmetric Extension to the Standard Model

In [19] a left-right symmetric extension to the Standard Model is discussed with the
new symmetry group SU(2)L × SU(2)R × U(1)Ỹ . Changes in the strong sector are not
necessary for now and are left unconsidered. In order to reflect the observed parity
violation, the new symmetry group must be broken (at least for lower energies) to the
known SU(2)L × U(1)Y , which itself is still broken to the U(1)QED. The SU(2)R gives
rise to right-handed doublets, which replace the right-handed singlets of the Standard
Model [20]

uR, dR →
(
u
d

)
R

and νR, `R →
(
ν
`

)
R

, (1.22)

and therefore especially gives rise to the existence of a right-handed neutrino. Note that
the left- and right-handed fermions still have to have the same electric charge and the
U(1)Ỹ works on both of them, we obtain the relation (Gell-Mann-Nishijima formula, see
1.13 for SM case)

Ỹ

2
= Q− I3L − I3R, (1.23)
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1.2. Possible Extensions of the Standard Model

where I3L/R is the third component of the isospin for the left-/right-handed doublet.
Further, it follows that

Ỹ = B − L, (1.24)

where B is the baryon number and L the overall leptonic number and therefore Ỹ has
a direct physical interpretation. This results in Ỹ = −1 for leptons and Ỹ = 1/3 for
quarks. The gauge invariant covariant derivatives (see 1.14) now read for the left- and
the right-handed doublets

Dµ
L = ∂ + igLτi ·Wµ

i,L + ig′
Ỹ

2
·Bµ (1.25)

Dµ
R = ∂ + igRτi ·Wµ

i,R + ig′
Ỹ

2
·Bµ. (1.26)

In order to give masses to the fermions, Yukawa terms ψLφψR are needed, which leads
to new scalar fields, arranged in a 2x2 matrix.(

φ
(0)
1 φ

(+)
1

φ
(−)
2 φ

(0)
2

)
. (1.27)

Unlike in the Standard Model, the field φ cannot be used for symmetry breaking, but
other scalar fields have to be added to the theory. While several approaches are possible,
the easiest way (so called Minimal Left-Right Symmetric Model [21]) is to add two scalar
triplets

∆L/R =

(
δ

(+)
L/R/

√
2 δ

(++)
L/R

δ
(0)
L/R −δ(+)

L/R/
√

2

)
(1.28)

containing a neutral, a singly and a doubly charged scalar field.
Requiring the photon to remain massless, the vacuum expectation values (zero for the

charged scalar fields, since electric charge is a conserved quantity) are

φ0 =

(
v1 0
0 v2

)
and ∆L/R,0 =

(
0 0

wL/R 0

)
. (1.29)

The mass eigenstates W1,2 are yielded from a mixing of the chiral eigenstates WL,R:(
W1

W2

)
=

(
cos ζ − sin ζeiλ

sin ζe−iλ cos ζ

)
·
(
WL

WR

)
, (1.30)

where λ = λ(v1, v2) and ζ ∝ m2
1/m

2
2. Assuming |wL|2 << |wR|2, one obtains m2

1 ≈ m2
W

and m2
2 ≈ mW ′ ≈ g2

2 |wR|
2. Since left-right symmetry has not been observed, its scale

|wR| and therefore m′W has to be large. Several model dependent constraints exist, e.g.
assuming the same quark mixing matrix for right-handed and left-handed quarks [22]),
one obtains from the mass difference of KL and KS mW ′ > 1.6 TeV. The large mass
difference leads to ζ ≈ 0 and hence a suppressed mixing, i.e. W1 ≈WL and WL ≈WR =
W ′.

9



1. Theoretical Considerations

1.2.2. The Reference Model

Additional charged (and neutral) gauge bosons are predicted by many other theoretical
extensions of the Standard Model, such as Little Higgs Models, Extra Dimensions and
higher unification groups (SU(5), E6, SO(10)). The Reference Model [23] by Altarelli et
al. provides a generic theory, which produces similar predictions as the different other
theories with a more general approach. In this model the two additional charged gauge
bosons W ′± and the neutral Z ′ are predicted to behave like simple heavier copies of SM
gauge bosons. W ′± and Z ′ are assumed to have the same couplings to standard-model
fermions and bosons as the W and Z, which now allows the W ′ to decay on-shell to
t and b and also the bosonic decay to WZ. The latter is calculated to be dominant,
because of a width

Γ(W ′ →WZ) ∝
m5
W ′

m2
Z ·m2

W

. (1.31)

The full calculation leads to widths bigger than the mass for m′W > 500 GeV. In order
to suppress this large width, a suppression factor can be introduced by hand. A factor

ζ = (
mW

mW ′
)2 (1.32)

would occur, if the left-right symmetric model is considered. The partial width into
fermions is the same as for the W , scaled with their mass ratio

Γ(W ′ → faf̄b) =
mW ′

mW
Γ(W → faf̄b). (1.33)

1.2.3. The Sequential Standard Model

In this thesis the search for a heavy, charged gauge boson is based on the Sequential
Standard Model (SSM) [24], which is implemented in the event generator Pythia 6. It
is mainly the same as the Reference Model 1.2.2, but with two important restrictions:
First, the W ′ is strictly required to couple only to right-handed particles. Therefore,
interference between the Standard Model W and the W ′ does not occur. In this analysis
the search is only applied in the leptonic decay channels (µ, ν), which by implication
involves right-handed neutrinos. Since the SSM only acts as a benchmark model in this
search, constraints on right-handed neutrinos are not taken into account for exclusion
limits later on. The second change with respect to the Reference Model is that the W ′

does not couple to W and Z bosons. Thus the decay channel to WZ, which is the
dominant one in the Reference Model, is not allowed any more. The total width is then
given by [25, 26]

ΓW ′ = mW ′ ·
g2

96π
(18 + 3F (

mt

mW ′
,
mb

mW ′
)) ≈ mW ′

mW
· 11

9
· ΓW , (1.34)

F (x, y) = (2− x2 − y2 − (x2 − y2)2)
√

(1− (x+ y)2)(1− (x− y)2). (1.35)

The value of ΓW is approximately 2.1 GeV [27], which for example leads to ΓW ′(mW ′ =
2.5 TeV) ≈ 80 GeV. Note, that F(0,0) = 2, i.e. a high W ′ mass justifies the approxima-
tion in equation 1.34 between the widths of the W and W ′. The total width of the W ′

10



1.2. Possible Extensions of the Standard Model

increases linearly with its mass and is enhanced by 11/9 due to the now allowed decay
into t and b quark. The leptonic branching ratios are then ≈ 8 %, while being ≈ 11% for
the SM W . As for the SM W , in the rest frame of the W ′, the differential cross section
dσ

d cos θ∗ (averaged over W±) is not uniformly distributed in cos(θ∗), as an isotropic decay
would induce, but it follows

1

σ

dσ

d cos θ∗
=

3

8
(1 + cos2(θ∗)) (1.36)

Here, cos θ∗ is the angle between the incoming quark and the outcoming fermion. This
dependency can be interpreted as induced by conservation of the angular momentum of
the quarks in the initial state, which is typical for spin-1 particle exchange via s-channel.

1.2.4. Split Universal Extra Dimensions

As mentioned before, there is a variety of models predicting a W ′. One possibility that
will be discussed briefly in the following is the prediction of Universal Extra Dimen-
sions (UED). Those models predict a fifth, compact spatial dimension. The known SM
particles are then the lowest of many states with excitations in the new dimension (KK-
particles). Instead of the regular UED models, the Split UED [28] allows KK-particles
to be produced not only in pairs, but also alone (together with SM particles). This is
achieved by introducing the so called bulk mass parameter µ. The model then gives rise
to excitations of the SM W , called Wn, which partly have the same properties as the
W ′ of the SSM, which allows to apply the results of the SSM search on this model. The
parameter of the Split UED are µ and the radius R of the additional dimension. The
masses of the KK-W excitations are given by

m2
Wn

= m2
W + (

n

R
)2. (1.37)

Thus, W0 denotes the SM W . The coupling gn of the n-th KK excitation to SM particles
is

gn = gSMFn(πµR), with (1.38)

Fn(x) =

{
0 , if n = 2m

x2(−1+(−1)me2x)(cothx−1)√
2(1+δm0)(x2+m2π2/4)

, if n = 2m+ 1 (1.39)

Since odd modes do not couple to SM particles because of Kaluza-Klein parity conser-
vation and for modes higher than n = 3 the LHC has not sufficient sensitivity at current
center-of-mass energies, only the mode n = 2 is investigated. The translation of SSM
W ′ mass limits to the split UED model is done in [29].

1.2.5. Contact Interactions to Muon and Neutrino

A further reinterpretation of the W ′ search is a four-fermion contact interaction. The ba-
sic assumption, which is motivated by the observation of mass hierarchies in the fermion
sector, is that quarks and leptons are composite objects of fundamental constituents
called preons [30]. But also new, very heavy exchange particles could lead to contact
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interactions. Its first introduction and successful application on the muon decay, which
later was explained with W boson exchange, was done by Enrico Fermi. At energies
much lower than the binding energy of the preons (or the exchange particle mass), typi-
cally called Λ, the quark and lepton compositeness would manifest itself as four-fermion
contact interaction. Note that this theory is only an approximate description without
knowing the exact structure of the underlying physics. The theory is not renormalizable,
because its cross section rises with increasing center-of-mass energy and violates the uni-
tarity bound eventually. There are plenty of possible contact interaction models (e.g.
the Left-Left-Isoscalar Model [31]), differing in which particles are composite and in the
chiral nature of the interaction. The contact interaction between two quarks, a neutrino
and a lepton is described in the Helicity-non-conserving model [31], [32] (HNCM), which
is investigated in this thesis. The Lagrangian is

LHNC = −4π

Λ2
εijQLiauRaLLjb`Rb + h.c. (1.40)

where i, j = 1, 2 are the indices for the electroweak quark and lepton doublets Q and
L while a and b refer to the generations and ε12 = ε21 = 1. This Lagrangian allows
either two charged leptons, or one charged lepton and one neutrino in the final state.
For this reinterpretation only the latter combination of lepton and MET is interesting
(for an example, see figure 1.3) with the corresponding cross section

dσ̂(qq̄′
CI−→ µν)

d cos(θ∗)
= π

ŝ

12Λ4
(1.41)

being proportional to the square of the center-of-mass energy and therefore yielding
an excess of events at high transverse masses. There is no interference between the
Helicity-non-conserving model and the standard model W because of their different
chiral structure. While the W only couples to left-handed particles and right-handed
antiparticles (in terms of helicity), the contact interaction in this model always involves
a right-handed fermion (or a left-handed antifermion). However, the structure of the
Lagrangian ensures that no right-handed neutrinos (left-handed antineutrinos) do occur.
An example of a possible HNC interaction is shown in figure 1.3, where a right-handed
quark and a right-handed anti-quark are in the initial state and a left-handed muon and
a left-handed neutrino in the final state. The model is called helicity-non-conserving
because two right-handed (anti-)particles convert into two left-handed particles or vice
versa. Note that the conservation of angular momentum is not violated at any point in
this model. While being not explicitly motivated by a specific underlying compositeness
theory [33], the HNCM (similar to the SSM for the W ′ search) is easy to handle in
a search because of the absence of interference with the SM W and can be used as a
reference point for other effective theories describing compositeness models.
Apart from compositeness, the HNC model is an effective description of an exchange of
a new complex scalar particle φ as described by the Lagrangian [34]

L = λ1φ
iQLiuR + λ2φ

†
kε
kjLjlR + h.c., (1.42)
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with the coupling constants λ1/2. The relation between the scale Λ and the mass mφ of
the scalar and its couplings would be

4π

Λ2
∝ λ1λ2

m2
φ

. (1.43)

Additional heavy scalars are postulated by theories containing 2-Higgs-Doublets, espe-
cially supersymmetric theories like the MSSM4.

The cross section decreases with an increasing energy scale Λ, because the contact in-
teraction coupling is suppressed by Λ−2.

L

LR

R

1/Λ²

Figure 1.3.: A possible contact interaction with muonic final state, as considered in this
analysis. Note that the subscripts L and R denote the state of helicity.

There is no limit in the muon channel on Λ corresponding to the Helicity-non-conserving
model, yet. In the electron channel CDF has set a limit on the energy scale of Λ=
2.81 TeV [35].

1.3. Parton Distribution Functions and Cross Sections at
Hadron Colliders

The cross section of a considered process has to be known with a sufficient precision to
make reliable predictions about its event rate. However, since protons are composite
objects consisting of hadrons (quarks and gluons), one has to have information about
the statistical distributions of the partons’ momenta to evaluate production cross sec-
tions. These distributions cannot be calculated with pertubative QCD because of the
divergence of the strong coupling αs, hence it has to be determined by measurements.

A proton consists of the three valence quarks (up, up and down), gluons and a large
amount of sea quarks (up, down, strange, charm, bottom and their anti-partners). The

4Minimal Supersymmetric Standard Model
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momentum P of a proton can be written as the sum over all parton momenta pi, each
being a certain fraction xi of P satisfying∑

i

xi = 1. (1.44)

Thus, the energy of the center-of mass system of two hard scattering protons
√
ŝ can be

expressed as √
ŝ =
√
x1x2s, (1.45)

with
√
s being the center-of-mass energy of the two protons. The parton density functions

fi(Q
2, x) describe the probability to have a parton5 of type i with momentum fraction

x and a momentum transfer Q between the two colliding quarks. The fi(Q
2, x) are

normalized such that the integral over x returns the total number of the parton type i
in the proton and hence, e.g.∫ 1

0
[fu(Q2, x)− fū(Q2, x)]dx = 2 and

∫ 1

0
[fs(Q

2, x)− fs̄(Q2, x)]dx = 0. (1.46)

At hadron colliders, the cross section σ depends largely on the PDF set taken as a basis
for the calculation and can be determined with the following formula [36]

σ =
∑
i,j

∫ 1

0

∫ 1

0
fi(x1, Q

2)fj(x2, Q
2) · σ̂ij(Q2)dx1dx2, (1.47)

where the sums go over all partons, σ̂ij is the cross section of the subatomic process and
Q2 = x1x2s is the momentum transfer between the interacting partons.
Since the PDFs cannot be derived by theory alone, they are extrapolated from mea-
surements. Therefore, cross sections at hadron colliders are afflicted with a significant
uncertainty originating from the measurements and the theory itself. These uncertainties
are estimated and discussed in section 4.4.

1.4. The Jacobian Peak and the Transverse Mass

In this section a short explanation of the Jacobian Peak in the pT and transverse mass
spectrum of a W ′ decay is given as a theoretical foundation for section 4.2.2, adapted
from [36].

1.4.1. The Jacobian Peak

In the center-of-mass system of a two-body decay (like the W ′ decay) the momenta and
especially the transverse momenta are democratically shared. Therefore, every daughter

5Quarks and anti-quarks of the same flavour do not share the same PDF, so fi(x) is different for e.g.
d and d̄
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particle6 gains the momentum p =
√
ŝ/2, which leads to

p2
T =

1

4
ŝ sin2(θ∗). (1.48)

with θ∗ = π − θCMS being the angle between CMS z axis and one outgoing particle. pT
is called the transverse momentum and is invariant under Lorentz boosts in z direction.
Equations 1.48 and 1.36 lead to a differential cross section

1

σ

dσ

dp2
T

=
3

2ŝ
(1− 2p2

T /ŝ)(1− (4p2
T /ŝ)

2)−
1
2 (1.49)

The last term comes from the Jacobian determinant dcos(θ∗)
dp2
T

and leads to a positive pole

at pT =
√
ŝ/2 ≈ MW ′/2, which causes the Jacobian Peak. In reality this divergence

is smeared out due to the non-zero width of the W ′ leading to a pT distribution as
displayed in figure 1.4.
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Figure 1.4.: The transverse momentum distribution at generator level of a muon coming
from a W ′ decay with mass MW ′ =500 GeV, showing a Jacobian peak at
MW ′/2.

6This is only exactly true for massless particles in the final state, but a reasonable approach, if
√
ŝ

is much greater than the masses of the particles in the final state as it is generally the case in this
analysis.
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1.4.2. The Transverse Mass

The transverse mass MT of two particles (in this example, muon and neutrino) is defined
as

MT =
√

2 · pµT pνT (1− cos(∆φµ,ν)), (1.50)

where ∆φµ,ν is the angle between the transverse momenta of muon and neutrino, pµT
and pνT . MT is used as observable rather than Minv, because the neutrino can only be
measured indirectly by reconstructing the missing transverse energy in an event, see
section 4.2.2 for further discussions. Therefore, MT can be seen as projection of the
invariant mass Minv into the transverse plane. It fulfils MT ≤Minv, with equality given,
if pµ has no component parallel to the z axis. Due to relation 1.49, a Jacobian peak can
also be observed in the transverse mass distribution at MT = MW ′ .
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In this chapter the experimental setup is described, consisting of the Large Hadron
Collider (LHC) and the Compact Muon Solenoid (CMS) as a detector.

2.1. The LHC

The particle accelerators that reach the highest energies have a circular structure, in
which particles are held on a closed path by a time-dependent (synchronized) magnetic
field. Those ‘synchrotrons’ allow for very high beam energies, because the particles
can be accelerated again in every revolution. The limiting parameter is the occurring
synchrotron radiation, which depends on the fourth power of the particle mass and
thus heavy particles are often favoured over light ones. Unlike fixed-target experiments,
circular colliders are able to recycle the particle beam and achieve higher center-of-mass
energies. The number of collision events per time is a function of the cross section σ of
the process and of the luminosity L ,

Ṅ = σ ·L . (2.1)

At LHC-like colliders1 the luminosity is

L =
N2
b nbfrevγr
4πεnβ∗

F, (2.2)

where Nb is the number of particles per bunch, nb is the number of bunches per beam, frev

is the revolving frequency, γr the relativistic gamma factor, εn the normalized transverse
beam emittance2, β∗ the beta function3 at collision point and F a geometrical correction.
The Large Hadron Collider (LHC) [38] is the biggest particle accelerator and collider in
the world and achieves the highest center-of-mass energy. It is located near Geneva in
Switzerland in a tunnel, 45 to 170 m under the ground and 27 km long. The LHC is
run with proton-proton, lead-proton or lead-lead beams. The proton-proton runs, from
which the data is taken in this analysis, were operated at a center-of-mass energy of√
s = 8 TeV during 2012 data taking. The maximum instantaneous luminosity was (as

of 19th of September 2012 [39]) 7.5 Hz/nb with a bunch spacing of 50 ns. The magnetic
field used to bend the particle beams in the arcs reaches 8.3 T at design beam energy of

1I.e., with the same number of particles Nb in every bunch and a gaussian particle distribution along
the beam.

2εn is a measurement of the parallelism of a beam and has the unit of length [37].
3β∗ is the value of the amplitude function β at the interaction point. β depends on the magnet

configuration and is a measurement of the size of the cross section of the beam. β∗ has units of
length [37].
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7 TeV. The protons run through two different rings with opposite magnetic dipole rings.
Four interaction points exist where the two beams are crossed. At these points the four
big experiments are placed: CMS, ATLAS, ALICE and LHCb, see figure 2.1. CMS [40]
and ATLAS [41] are high-luminosity multi-purpose experiments, LHCb [42] is designed
to investigate b-quark physics and ALICE [43] is built to study heavy ion events. There
are four different preaccelerators (one linear and three circular accelerators), which bring
the protons to an energy of 450 GeV at which they get injected into the LHC. They
are then captured, accelerated, stored and collimated using a 400 MHz superconducting
cavity system.

Figure 2.1.: Schematic overview of the LHC with its four interaction points [38]

2.2. The CMS Experiment

The CMS (Compact Muon Solenoid) detector is one of two multi-purpose detectors at
the LHC. Its following description with all stated values and figures is based on [40], if
not explicitly stated otherwise.
The CMS detector has a cylindrical shape, weighs roughly 14000 t, but measures only
21.6 m in length and 14.6 m in diameter, and is thus called compact. The last part of
its name originates from the superconducting, helium-cooled solenoid, which is respon-
sible for the large magnetic field of 3.8 T that is needed to bend trajectories of charged
particles to measure their momenta.

18



2.2. The CMS Experiment

The magnetic field is returned by a 10000 t iron yoke to keep it strong in the outer parts
of the detector. The detector is geometrically divided into the central region (|η| < 1.2)4,
where the detector parts are concentrically surrounding the beam pipe and the forward
region |η| > 1.2, where the detectors are oriented orthogonally to the beam pipe as
shown in figure 2.2.

Its components are described briefly in the next paragraphs.

Figure 2.2.: View of the CMS detector with its different subdetector systems [40].

2.2.1. The Tracker System

The CMS tracker is the innermost detector part. It is hit by ≈ 1000 particles per bunch
crossing and has to measure charged particle tracks with a momentum greater than
1 GeV and for |η| up to 2.5, locate secondary vertices very precisely. It further has to
be robust to the enormous radiative exposure and has to have a high granularity and
fast readout to be able to resolve the different events in time. Its diameter is 2.5 m and
its length 5.8 m. It consists of two kinds of silicon detectors, the pixel detector and the
strip detector.

The Pixel Detector

The innermost part of the tracking system is the pixel vertex detector. It provides
a good resolution of impact parameters, which is important for dealing with pile-up
events and reconstructing secondary vertices and contributes precise tracking points in

4η denotes the pseudorapidity (cf CMS coordinate system in the introduction).
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r-φ and z. A single pixel cell has the size of 100 x 150 µm2 summing up to about 66 mil-
lion single pixels, distributed over three layers with radii between 4 cm and 10 cm in
the central region and two disks in the forward region. Due to charge sharing, a spatial
resolution of about 15 µm is reached.

The Strip Tracker

The strip tracker is mainly used to determine the curvature of charged particles to mea-
sure their momentum. It follows the pixel detector and reaches from 20 up to 116 cm
in the radial direction. The material budget corresponds to 0.4 to 1.8 radiation lengths,
causing charged particles to emit bremsstrahlung and photons to convert to electron
pairs, which has to be taken into account when reconstructing the track.
It consists (see figure 2.3) of the tracker inner barrel (TIB) and the tracker inner disks
(TID) in the inner region, which is surrounded by the tracker outer barrel (TOB) in the
central region and by the tracker endcaps (TEC) in the region of 0.9 < |η| < 2.5.

Figure 2.3.: Schematic cross section through the CMS tracker. Each line represents a
tracker module [40].

While the TIB has four layers and provides a spatial resolution of 20-40 µm, the TOB
has six layers and provides a resolution of 40-50 µm. The slightly worse resolution with
respect to the TIB is due to the fact that the layers are more separated in the TOB. All
four TID consist of three disks with similar resolution as the TIB. Tracks of particles
with energies of 100 GeV are measured with ≈1-2 % uncertainty on their momenta.

2.2.2. The Calorimeters

In this subsection the two calorimeters used at CMS are introduced, namely the Elec-
tromagnetic Calorimeter (ECal) and the Hadronic Calorimeter (HCal), which are both
in the inside of the solenoid.
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The Electromagnetic Calorimeter

The ECal is used to measure the energies of electrons and photons and also of the
electromagnetic part of jets. It is made of more than 70000 tungstate (PbWO4) crys-
tals, each 230 mm long, that act as absorber and scintillator. The barrel ECal covers
a region up to a pseudorapidity of 1.479 and the endcap part covers 1.179 < |η| < 3.0
with roughly 7000 crystals in each endcap that have slightly different geometry than in
the barrel.

Since the crystals are scintillators, they emit light, if a particle traverses them, which
can afterwards be detected by photodetectors. Due to different magnetic field conditions
in barrel and endcap, two kinds of photodetectors are used. In the barrel avalanche
photodiodes are chosen. Because of the high magnetic field, vacuum phototriodes are
used in the endcaps. Between 1.653 < |η| < 2.6, a sampling calorimeter is installed as
a preshower detector. It consists of lead radiators initiating electron/photon induced
showers and silicon strip detectors to measure their energy and the transverse shower
profile. Its aim is to distinguish between primary and secondary photons, with the latter
coming out of neutral pion decays. It also helps to identify electrons and determine their
position.

The Hadronic Calorimeter

The Hadronic Calorimeter (HCal) has the purpose to detect hadronic jets and indirectly
measure the momentum transverse to the beam pipe of neutrinos or other (possibly
not yet known) particles that do not interact with the detector via missing transverse
energy. In figure 2.4 the four parts of the HCal are shown: The hadron barrel (HB),
endcap (HE), outer (HO) and forward (HF) calorimeters. The HB covers a region up to
|η| < 1.3.

The HO is a thin layer of scintillating material added in the barrel to make sure a
sufficient sample depth is reached. It uses the solenoid as absorber and therefore consists
of plastic scintillators only.
To cover the region 1.3 < |η| < 3.0 the HE is installed inside the solenoid. It uses
the same detector and absorber materials as the HB, but in a longitudinally segmented
placement. The HF is able to reach 2.9 < |η| < 5.2 to allow a precise determination of
the very forward jets and missing transverse energy. To account for the higher radiation
different materials are chosen in the HF. The 5 mm thick steel plates act as an absorber
while quartz fibres are used as active material and photomultipliers detect the emitted
cherenkov light generated by traversing particles.

2.2.3. The Muon System

Because of the relative ease and low background occurrence the muon detection and
measurement is an important tool to detect signatures of new physics, such as the higgs
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Figure 2.4.: Longitudinal view of the CMS HCal system consisting of the hadron barrel
(HB), endcap (HE), outer (HO), and forward (HF) calorimeters [40].

boson decay into four muons via ZZ? or the processes that are searched for in this thesis.
Therefore, a dedicated detector system for muons is not only justified, but, as the name
CMS indicates, high in priority. Due to the fact that muons are interacting only slightly
with the inner CMS components and have a relatively long lifetime, the muon system is
the most distant subdetector being located outside the solenoid and installed between
the flux return yokes. The muon system covers pseudorapidities up to |η| < 2.4, which is
possible by using two different types of detectors (see in figure 2.5), namely drift tubes
(DT) and cathode strip chambers (CSC), to account for strong physical disparities in
the barrel and endcap regimes and an additional type, resistive plate chambers (RPC),
for good time resolution and triggering purposes. After combining the measurements of
the muon system and the tracker information, a resolution for highly energetic muons
with a transverse momentum of ≈ 1 TeV of typically 5-10 % is achieved.

The three detector types of the muon system are described in the following.

The Drift Tubes

In the barrel region (|η| < 1.2) the magnetic field is homogeneous in good approxi-
mation and relatively low (<2 T) outside the solenoid. Also, the particle flux is less
than in the endcaps. Those are reasons for the choice to use drift tubes as muon de-
tectors in the barrel. The iron return yoke together with the drift tubes is mounted
on five wheels, with the beam pipe in their center. The drift tubes are arranged in
four concentric cylinders, called stations, surrounding the beam pipe. A number of only
two stations, one inside and one outside the return yoke, would have been insufficient
for reliable muon tracking and momentum measurement, so two additional stations are
embedded in the yoke. Each station consists of 12 muon drift tubes per wheel, which are
separated in φ-direction. The supports of the iron yoke, which have to be between the
chambers, are causing 12 dead zones in the φ direction, although they do not overlap. In
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Figure 2.5.: Overview of the muon system with its three types of detector systems, drift
tubes (DT) in the barrel region, cathode strip chambers (CSC) in the end-
caps and resistive plate chambers (RPC) in both regions [44].

η there are inefficiencies at |η| = 0.25 and |η| = 0.8 due to gaps between the DT wheels
as well as at |η| = 1.2 due to the transistion between barrel and endcap. In every DT
chamber there are two independent units of drift cells, called superlayers, with anode
wires along the z-axis to measure the r-φ-coordinate and one superlayer in between the
two with wires orthogonal to the beam line to measure the z-coordinate. The latter one
is not installed in the station which is most distant to the beam pipe. Every superlayer is
made of four layers of rectangular drift cells shifted by half a cell to minimize ambiguities
in the reconstruction. A schematic overview of a muon station with three superlayers is
given in figure 2.6.

Figure 2.6.: A schematic overview of a muon station with three superlayers, adapted
from reference [40].
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The drift cell, illustrated in figure 2.7 is 42 mm long, 13 mm high and made of alu-
minium. In the center of the cell is a 50 µm thick anode wire made of gold-plated
stainless-steel at a voltage of 3600 V. Two 50 µm thick aluminium strips at -1200 V
at the short side of the rectangular drift cell act as cathodes. The field is additionally
formed by two electrode strips at +1800 V, surrounding the anode from the long sides
of the cell. The cell is filled with a gaseous mixture of 85 % Ar and 15 % CO2. If a
particle passes the drift cell, the argon atoms are ionized and accelerated towards the
cathodes while the electrons move towards the anode. Because of the strong electric
field, the particles close to the anode get enough energy to ionize further atoms, leading
to a measurable current proportional to the deposited energy. The argon is used because
it is a noble gas and therefore does not react, stays atomic and does not produce nega-
tively charged ions, which would be much slower than the electrons. The CO2 acts as a
quenching gas to absorb photons and cool down the electrons via inelastic scattering and
therefore making the detector faster. The mixture provides a linear dependency between
time and drift path which is essential for the drift tube being a first-level trigger device.
The maximal drift time is 380 ns according to an average drift velocity of 55 µm/ns. The
single wire resolution is better than 250 µm allowing a global resolution of a chamber in
r-φ of 100 µm.

Figure 2.7.: A sketch of a drift cell showing the anode wire and the cathodes and iso-
chones, from reference [40].

The Cathode Strip Chambers

In the endcaps the magnetic field is non-uniform, as well as the particle flux. This
implies the choice of a fast and robust muon detector, such as the cathode strip chamber
(CSC). The CSCs are trapezoidal and arranged in a circle around the beam direction.
The CSCs cover the region of 0.9 < |η| < 2.4. Summing up the data of the 936 CSC of
both endcaps, they yield an area of 5000 m2 and a gas volume of 50 m3. There are four
layers of CSC, separated by the yoke iron. A single CSC covers either 10◦ or 20◦ in φ.

The CSC are multi-wire proportional chambers made of seven trapezoidal panels of
cathode strips with six gas gaps, each containing an anode wire plane. The gas mixture

24



2.2. The CMS Experiment

is 40 % Ar, 50 % CO2 and 10 % CF4, with CO2 acting as an inflammable quencher
and CF4 prevents polymerization on wires. As shown in figure 2.8, the ionizing particle
passing the CSC, produces ions and electrons that cause an avalanche of further charge
carriers due to the high voltage. The cathode strips are directed radially to allow a
measurement of φ, while the anode wires are oriented in φ-direction to obtain the r-
coordinate. A spatial resolution for the CSC nearest to the interaction point of 75 µm
is reached, while for the others a coarser resolution of 150 µm due to more separated
wires is obtained.

Figure 2.8.: The set-up (left) and functionality (right) of a cathode strip chamber [40].

The Resistive Plate Chambers

Resistive plate chambers (RPC) are implemented in the CMS muon system to provide
an adequate spatial resolution and a time resolution (� 25 ns) high enough to allow a
matching of a certain detected particle and the bunch crossing5 it originates from. The
RPC are operating in avalanche mode and consist of two parallel chambers with a set of
common aluminium read-out strips in between surrounded by two gas gaps of ≈ 2 mm,
see figure 2.9. Each gap is confined by two 2 mm thick graphite coated bakelite plates
that serve as electrodes and apply a high voltage of 7-12 kV. A dedicated gas distribution
system is used for the RPC to maintain the right mixture of the relatively expensive gas
components, mainly consisting of C2H2F4. If a charged particle passes the detector, the
gas gets ionized and due to the high voltage a charge avalanche is set off that induces
a current in the aluminium which is then read out. Six layers of RPC are used in the
barrel with a set of two in each of the first two muon stations (see figure 2.5) to obtain
four measurements even for low-energy particles. In the endcaps three layers of RPC
are installed up to a pseudorapidity of 1.6.

5A bunch crossing occurs every 50 ns in 2012, the design value is 25 ns.
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Figure 2.9.: A schematic view of a resistive plate chamber used in CMS. From refer-
ence [45].

2.2.4. The CMS Trigger System

In 2012 the LHC was operated at an event rate of 20 MHz, corresponding to a bunch
crossing every 50 ns to achieve luminosities high enough to produce very rare processes
(like Higgs boson production) at sufficiently high rates. This leads to the fact that the
largest fraction of data is not needed to store. Furthermore, storing every event is phys-
ically not possible by far. To account for this, a dual triggering system is installed at
CMS consisting of the Level-1 trigger and the High Level Trigger (HLT), which will be
described briefly in the following.

The Level-1 Trigger

The L1 trigger (L-1) is made of custom-designed, programmable electronics which gather
their input from the calorimeters and the muon system. The complete high-resolution
data cannot be processed by the L1 because of the high rate and is therefore stored
in pipelined memories in the front-end electronics. The L1 only uses a small coarsely
resolved fraction of the actual data to decide, if the whole information is directed to the
High Level Trigger or rejected. The L1 work flow can be divided into three components.
At first, Local Triggers read out energy deposits at the calorimeter or determine track
segments or hit patterns in the muon system. Then, the regional Triggers combine those
information to form different trigger objects, such as muons or electrons.

Each of these objects is given a certain rank to quantify the confidence of having
reconstructed the object sufficiently well. Thus, energy, momentum and the amount of
information, as well as the detailed knowledge of the detector and the electronic system
are defining how high a trigger object is ranked.
The highest ranked objects are then determined by the Global Calorimeter Trigger or
the Muon Trigger, respectively, and transferred to the Global Trigger, which represents
the last instance in the L1 system and decides whether the event is rejected or accepted
and further investigated by the High Level Trigger. The decision is based on algorithm
calculations and the readiness of the subdetector and the storage elements. The L1
trigger has an output rate of about 100 kHz.
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The High Level Trigger

The High Level Trigger (HLT) is a purely software-based further data-filtering pro-
cess. Unlike the L1, the HLT uses every information available to decide, if an event
should be recorded or not. In this analysis a Single Muon High Level Trigger [46] is
used which required a measured transverse momentum above 40 GeV. First, this trigger
reconstructs the muons in the muon stations with basically the full detector information
to verify the L1 muon identification and to refine the momentum measurement. Then,
the trajectory is extrapolated to the tracker and tracking information is used to match
a track to the muon. With information from the ECal and pixel tracker, isolation cri-
teria can be applied to the muon candidate and muons from secondary vertices can be
distinguished. The typical rate of the High Level Trigger is of the order of 100 Hz.

2.2.5. Luminosity Measurement

A very important quantity to know for almost every CMS analysis is the integrated lumi-
nosity, which is essential for every event count prediction. As can be seen in equation 2.2,
the luminosity is computed from well adjustable quantities as number of bunches, num-
ber of particles per bunch and the revolving frequency, but also the effective overlap
Aeff = 4πεnβ

∗F/γr (all quantities explained in equation 2.2 ) of the two bunches, which
can only be determined precisely by measurement.
A possibility of measuring Aeff is the Van der Meer scan [47]. In this method the beams
are shifted against each other in the transverse plane, separately in x and y direction.
The event rate is then measured as a function of the shift to determine the beam shape.
Since this method needs special fills, it is only performed once, when the beam param-
eters are changed. It is not directly used to measure the luminosity, but needed as a
cross-check and calibration point for the Pixel Cluster Counting (PCC) method. The ac-
tual luminosity per bunch crossing used in this analysis is determined via the PCC [48],
which utilizes the pixels in the most inner part of the CMS detector. Their high number
of about 7 · 107 ensures that the probability of hitting one pixel by more than one track
is at the per-mil level, even for the high event rates during the high-pileup runs. Thus,
the number of hit pixels can be approximated as a linear function of the number of
interactions per bunch crossing. The yielded luminosity measurement is provided with
an uncertainty of 4.4 % for 2012, mainly stemming from an yet unknown systematic
variation of the visible cross section over scan time.
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3. Object Reconstruction And Computing
Framework

The most important objects for this analysis are muons with high momenta (>100 GeV)
and the reconstructed missing transverse energy corresponding to the neutrino. Their
reconstruction in CMS is described in this chapter.

3.1. Muon Reconstruction

The following description of the muon reconstruction is based on [49, 50].

3.1.1. Muon Momentum Measurement

The main task of the muon reconstruction is to determine the muon trajectory using the
signals of the tracker and the muon system which assign positions in space and time,
so called hits, to the muon. The trajectory of the muon is bent by the Lorentz force
induced by the strong magnetic field. Thus, measuring the curvature and its direction
is sufficient to determine the transverse momentum and the sign of charge of the muon.
The total momentum can then be estimated by measuring the polar angle of the muon
trajectory.
In a real detector certain distortion parameters have to be taken into account: The
magnetic field is not homogeneous in the whole detector, i.e. B=B(x,y,z). Secondly, the
particles lose energy while travelling through the detector due to bremsstrahlung and
thirdly, stochastic multiple scattering occurs. The latter is most relevant for a particle
traversing the iron yoke, but can also occur in other solid detector parts. In order to
deal with the distortions occurring in a real detector, dedicated track reconstruction
algorithms have been developed for muon tracks, which are explained in the following.

3.1.2. Tracking Algorithm Overview

To convert the hits in the position sensitive subdetectors into a track, a pattern recog-
nition algorithm is used. It is used to reconstruct tracks in the muon system (so called
standalone tracks) as well as tracks in the silicon tracker (so called tracker-only tracks).
Using the same track finding method in tracker and muon system is possible due to a
generic interface shared by both subdetector systems. The tracking algorithm consists
of the following four parts:
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• Trajectory Seeding: To build a trajectory, a starting point, called seed, is needed
for the tracking algorithm. A seed requires a set of hits that is compatible with the
beam spot as the initial vertex. It is possible to set constraints on the geometric
location of the hits seeding the track or on the initial direction.

• Trajectory Building: Starting at the trajectory seed, trajectory building pro-
ceeds in the direction specified by the seed by successively searching for matching
hits in the following detector layers. The decision, if a hit belongs to a track, is
based on a combinatorial Kalman filter. Iteratively with every layer, the Kalman
filter updates the estimate of the momentum p and its covariance matrix by also
taking into account scattering effects and energy losses. Finally, the trajectory
estimate is weighted with information of all of the considered layers including the
last one. The detailed behaviour of a muon traversing the inhomogeneous mag-
netic field and matter like the iron yoke has to be taken into account. This is done
by using so called propagators, algorithms that take into account the dependency
of the muon trajectory on the traversed material and the B-field.

• Trajectory Cleaning and Smoothing: A large amount of trajectories are built
by the algorithm, with many of them overlapping each other by sharing large
number of same hits. Those ambiguities are resolved e.g. by choosing a measure
of quality, e.g. the χ2 per degree of freedom of the fit, to decide for a certain track
and reject others.
Afterwards, a fit is applied backwards using all covariance matrices and applying
them to all intermediate points.

3.1.3. Stand-alone, Global and Tracker Muons

Muon tracks are separately reconstructed in the muon system (standalone muons) and
in the silicon tracker (tracker-only muons).
Standalone muon reconstruction starts with a seed state estimated online by the L-1
trigger and with track segments from the offline reconstruction. Before the final filtering
of the track is applied (as explained in the previous subsection), a pre-filter which uses
a looser χ2 requirement is applied to reduce the possible bias from the seed. While the
pre-filter is applied in inside-out direction, the final filter’s direction is reversed. After
the fitting, cleaning and smoothing, the tracks are extrapolated to the point of closest
approach to the beam line. The resolution of the standalone muon is dominated by
multiple scattering for muons with a momentum up to 200 GeV.
In order to combine the independent measurements of tracker and muon system, two
different approaches are made depending on the muon momentum and the quality of its
reconstruction. Those will be described in this subsection.

The Global Muon

The most important muon reconstruction technique for muons with transverse momenta
above several GeV is the global muon reconstruction. The idea behind is to obtain the
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most accurate description utilizing as many detector information possible with the inner
tracker and the muon system providing measurements of the track parameters comple-
menting each other. After combining tracks and muon information, a global fit to all
hits is performed. Starting from the standalone muon track, the algorithm searches for
matching tracker-only tracks, so its an outside-in approach. At first, for every standalone
track, a region of interest is defined. Every tracker-only track lying inside is considered
as a matching track. The origin position is chosen as the reconstructed primary vertex
(or beam spot, if no vertex is found). Only tracker tracks are considered with a trans-
verse momentum greater than 60 % of the standalone track.
After reducing the possible tracks geometrically, a global track fit is applied for each of
the remaining tracker-only - standalone pairs. If more than one fit is possible, the track
with the best χ2 is chosen. Therefore, only one global track remains for each standalone
track.

The Tracker Muon

The global muon method provides a robust and precise reconstruction of most of the
detected muons. However, if a muon did produce only very few hits in the muon system
because of its very low momentum or traversing blind spots in the detector, a different
approach is often more successful. The tracker muon is constructed by starting at a
tracker-only track with a transverse momentum higher than a certain threshold. Instead
of a global fit, the tracker track is propagated to the calorimeter and then to the muon
system taking into account multiple scattering and the B-field. The algorithm stores the
energy deposited in all crystals and towers which are crossed by the extrapolated muon
track as well as hits nearby the track in the muon system.

3.1.4. Dedicated High pT Muon Reconstruction

When passing the iron yoke, multiple scattering and energy losses via radiation can
impact the muon trajectory and momentum assignment. While the first one is not prob-
lematic for high pT muons, because the deflection angle decreases with higher momen-
tum, the latter one can significantly change the muon energy and particle showering can
be induced which makes the reconstruction more difficult. To account for that, several
specialised algorithms were developed. Two of them are introduced in the following.

• Tracker-Plus-First-Muon-Station (TPFMS) fit: The TPFMS is an algo-
rithm that starts at the global fit. From the muon system, it uses only the very
first station hits, thus reducing the sensitivity to particle showering in other sta-
tions.

• The Picky Fit: This refit also starts at the global fit. The algorithm decides, if
a chamber is hit by showers, based on the hit occupancy of the chamber. In such
chambers only the hits which are found to be compatible with the refit (based on
a χ2 comparison) are taken into account.
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In this thesis the cocktail algorithm (or Tune P) is used to decide which track is taken
into the analysis. It is a mixture of the above mentioned algorithms yielding the best
resolution for high-pT muons as displayed in figure 3.1, where the resolution of the dif-
ferent muon reconstruction algorithms is shown measured with cosmic muons in 2010.

Figure 3.1.: pT -resolution of the tracker, global and cocktail (Tune P) muon reconstruc-
tion algorithms. The cocktail algorithm performs best at high energies.
From reference [50].

If the inner tracker pT is above 200 GeV, the Picky Fit is chosen, if its track is valid,
i.e. the χ2, and the numbers of degrees of freedom of the fit are above zero. If not, it
chooses the TPFMS Fit and then the global tack [51]. If none of these tracks is valid
or if the chosen one’s fit quality is below a certain threshold, the inner tracker’s pT is
chosen and similar, if the muon’s inner tracker pT is below 200 GeV.

3.2. Reconstruction Of The Missing Transverse Energy With
The Particle Flow Algorithm

The second part of the considered final state in this thesis is the missing transverse
energy (MET). Since the transverse momentum of the initial state (two protons) is
negligible compared to the final state and momentum conservation applies, the MET has
to correspond to one or more particles leaving the detector undetected, i.e. a neutrino.
Other sources of MET are misreconstructed momenta and particles leaving the detector
outside its acceptance. Those effects cause so called instrumental MET. In order to yield
a good estimation of the MET, the transverse momenta of all particles possible have to
be measured adequately. There are several approaches to determine the MET. In this
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analysis particle flow MET is used [52]. The particle flow event reconstruction is based on
identifying and then reconstructing all stable particles inside of the detector. Hence, the
energy, direction and type of muons, electrons, photons, as well as charged and neutral
hadrons are determined by utilizing the corresponding detector components for every
particle type. The principle of Particle Flow reconstruction is to reconstruct charged
particle tracks with tracker information only using very high quality criteria first, remove
their corresponding hits from the collection and then loosen the criteria iteratively to
reconstruct further particles. After that other detector information is additionally used,
e.g. the muon system for muons. After subtracting muons and electrons from the
particle collection, charged hadrons are identified and subtracted by using information
of the tracker and the HCal. Remaining calorimeter entries are identified as photons
or neutral hadrons, depending on the relative energy entries in HCal and ECal. The
information about every particle in each event is then used to calculate the energies or
momenta of High-Level objects like jets and the MET.
For this analysis, the so called Type-I Corrected MET was used [53]. It takes into
account jet energy corrections applied to jets with a pT >10 GeV. A correction is needed
to translate the measured energies to the true energy of the parton or particle because
the calorimeter response has no linear dependence on the jet energy.
Since the particle-flow algorithm does not necessarily determine the same muon pT as
the cocktail algorithm, the MET has to be corrected for this in order to stay consistent.

3.3. Computing Framework

While CERN being the obvious center of the LHC and CMS collaboration, many an-
alysts are working at over 600 universities [54] in more than 80 nations. Not only the
physicists, but also the computing resources are spread all over the world to ensure a
sufficient computing power for the LHC analyses. The resources are organized in the
Worldwide LHC Computing Grid (WLCG) [55]. The WLCG is used to store, distribute
and analyse around 15 Petabytes of data produced by the LHC and its experiments on
an annual basis. The WLCG is structured in four layers, called ”Tiers” 0, 1, 2, and
3. The Tier 0 located at CERN is the computing center and the starting point for the
distribution of all the LHC data, but it makes up less than 20 % of the overall comput-
ing capacity. It covers the tasks of the first processing and reconstruction of the LHC
data. The eleven Tier 1s are responsible for data-saving, large-scale reprocessing and
distributing the data to Tier 2s, being equipped with large storage capacity. At those
Tier 2s, which are generally managed by universities, and the smaller Tier 3s, the data
is then processed by the analysts. Not only the recorded data, but also a big amount of
simulated data is generated at the Tier 1s and distributed to the Tier 2s to be accessible
to analyses.
In order to have a global and uniform software framework to analyse the data, the CMS
Software (CMSSW) is provided [56]. It is used for object reconstruction and to main-
tain access to the data and storing it as well as for the production of simulated events,
the so called Monte-Carlo samples. The versions used for the processing of data and
Monte-Carlo are CMSSW 5 2 X and CMSSW 5 3 X. The CMS data events are stored
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in three different data formats:

• RAW: The RAW data contains the detector data, the level 1 and HLT trigger
result and some of the higher-level objects, like jets, created by the HLT. This
format needs relatively large event sizes of the order of MB and while in principle
it is possible to use it for analyses, the event size is too big for the average analysis.

• RECO: RECO is derived from RAW data and contains the objects reconstructed
by the event reconstructing program [57]. It contains the high-level objects such
as b-jets as well as the lowest level information, e.g. hits and segments, but it is
more compact than the RAW format, because the data is more compressed and
redundant information is deleted.

• AOD: AOD is the most condensed data format of the mentioned three and is
derived from the RECO. It provides the detector information and objects in a
compact way by not containing all of the hits, which makes it possible for every
Tier 1 to store a full copy of the AOD, while only holding a subset of RAW and
RECO samples. The average event size is reduced to the order of 100 kB.

In this analysis only the AOD data format is used with the exception of one standard
model background Monte Carlo, only available in RECO. Because the AOD format is
still not practicable for this analysis, it is further condensed by the use of the ACSUSY-
Analysis skimming software [58]. It filters the part of the data needed for the analysis
and stores it in NTuples of ROOT data files [59], which reduces the AOD samples to
a size manageable by the local computing resources. The evaluation of those NTuples,
for instance plotting of results, is done with the ROOT software, which is especially
developed for high energy physics purposes as it is capable of processing large amount
of data in relatively short time. For statistical analysis the RooStats-based [60] tool
developed for the Higgs analysis was used [61].
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This thesis covers searches for a SSM W ′ and four-fermion contact interaction. This
chapter is meant to provide an overview of the simulation of the signal samples as well
as about their technical and physical properties.

4.1. Generation of Samples

In order to get an idea how those new physics processes would manifest themselves in the
detector qualitatively and quantitatively, signal event simulations have been performed.
All signal samples used in this analysis have been generated in leading order (LO)1 with
Pythia 6 v.426 [24] by the CMS event generation group. Since both processes do not
interfere with the standard model W , it is possible to produce them alone. Despite
only using QCD LO calculations, Pythia is capable of simulating hard sub-processes,
the underlying event2 and initial and final state radiation as well as parton showering
and hadronization. It uses a combination of analytical results and QCD-based models,
since it cannot be calculated perturbatively. Afterwards, the event information on gen-
erator level3 is propagated to a detector simulation of the CMS experiment based on the
GEANT 4 simulation tool kit [62] to account for the interaction between the produced
particles and the detector material. In order to be consistent with the recorded data,
also the various triggers are simulated within the event generation.

All Monte Carlo samples have to be weighted according to the integrated luminosity
Lint of the measured data to have a correct estimation of the amount of predicted
events. Assuming that a Monte Carlo sample has been produced with a cross section
σ and an event count of Ngen, the number of predicted events Npred at Lint is then
Npred = σ · Lint. Therefore, each event of the sample has to be weighted with the ratio
R between expected and generated events, i.e.:

R =
Npred

Ngen
=
σ · Lint

Ngen
(4.1)

1The term leading order denotes that the cross section has been calculated by only taking into account
diagrams with the lowest possible (non-zero) number of vertices for the considered process

2Processes involving quarks that remain after the inelastic proton-proton scattering
3This term summarizes the information about the ”true” kinematics, particle types, etc. before simu-

lating detector effects.
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4.2. SSM W ′ Signal: Production and Properties

As already mentioned in section 1.2.3, the Sequential Standard Model is implemented in
Pythia 6 and considered in this analysis. The branching ratio for the decay of the W ′ to
muon and neutrino (decay to WZ suppressed) amounts to around 8 %. Samples with a
W ′ mass from 0.3 to 4.0 TeV have been produced in steps of 0.1 TeV between 2.0 and
3.5 TeV and in steps of 0.2 TeV between 0.3 and 1.9 TeV, as well as for 3.7 and 4.0 TeV.
The absence of interference with standard model processes allows for a relatively low
generated event count for the signal samples, hence about 20’000 events per W ′ mass
point have been produced.

4.2.1. W ′ Cross Sections

The W ′ cross section decreases with increasing MW ′ because of the reduced phase space
to generate such a heavy particle. The cross section given by the event generator Pythia
at leading order and the W ′ Pythia cross sections are scaled to account for higher order
diagrams with the so called k-factor, which is in this case defined as

k =
σNNLO

σLO
, (4.2)

where σNNLO is the cross section in next-to-next-to leading order in the strong coupling.
It is determined with the NNLO calculator FEWZ4 [63]. The NNLO cross section
decreases from 140 pb for MW ′ = 0.3 TeV to 0.2 fb for MW ′ = 4.0 TeV [64], hence over
six orders of magnitude. The cross section limit set in [1] of MW ′ = 2.75 TeV is 2.4 fb.
The Pythia samples are produced with the PDF set CTEQ6l1 while FEWZ relies on
the MSTW2008 scenario. The properties of the two PDF sets are explained in detail in
section 4.4. In figure 4.1 the NNLO and LO cross sections are compared. It can be seen
that the additional orders result in a constructive contribution to the leading order, i.e.
the cross section is increased.
Simply multiplying the LO cross section with the k-factor is done under the assumption
that the impact of higher orders to kinematics can be neglected, e.g. the MT shape stays
the same. The k-factor has a minimum at 2.5 TeV of 1.14 and goes up to around 1.33
for low (0.3 TeV) and high (4.0 TeV) W ′ masses. Generally, one can deduce from this
that the higher-order corrections are getting lower with increasing invariant masses of
the produced W ′. The subsequent increase of the k-factor for MW ′ > 2.5 TeV is due
to the increasing off-shell5 production, which is shown later in 4.3. The parton-parton
center-of-mass energy is then too low to produce the heavy W ′ on-shell.

4.2.2. W ′ Signal Properties

At the LHC, a W ′ would be dominantly produced via quark-antiquark annihilation as
shown in figure 4.2.

4Fully Exclusive W and Z production
5i.e. far away from the mass resonance
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Figure 4.1.: A comparison between LO and NNLO cross sections of the W ′ as a function
of MW ′ . From the analysis note AN-12-172 [64].

Heavy on-shell W ′ are produced approximately in rest, since almost all energy is
incorporated by the mass. Due to the fact that the W ′ decays into only two particles,
the muon and the neutrino have definite momenta pµ = pν = MW ′/2 in the W ′ rest
frame. Full momentum information of both particles would therefore allow to reconstruct
the invariant mass of the W ′, leading to a clear resonance (without taking detector effects
into account, yet). Unfortunately, the neutrino cannot be detected directly with CMS.
But, since the transverse momentum of the colliding partons is negligible, conservation
of momentum allows to reconstruct its transverse momentum as the missing transverse
energy (MET), which then is computed by (see equation 1.50).

MT =
√

2 · pµT ·MET · (1− cos(∆φµ,MET)). (4.3)

As described in section 1.4.1, a Jacobian peak is expected in the pµT and MT distribution.
Since a hadronic recoil (see more detailed discussion in section 7.4) can lead to high
transverse momenta of the W ′, the MT spectrum is preferred, since it is not as sensitive
as pµT . A comparison of the invariant and the transverse mass for different W ′ masses is
given in figures 4.3a and 4.3b. In figure 4.3a the mass resonances can be seen, following
a Breit-Wigner distribution. As written in equation 1.33, the width is proportional to
MW ′ . The Jacobian peak at the different values of MW ′ can be seen in figure 4.3b. One
can also see that heavier W ′ are preferably produced off-shell. This can be explained
with the PDFs. As displayed in figure 4.6 the probability for a parton to carry a fraction
of the proton momentum large enough to reach

√
s = MW ′ of about 2-4 TeV is strongly

decreasing, which enhances off-shell production. The second peak in the mass distribu-
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Figure 4.2.: A Feynman diagram of a W ′ produced at a hadron collider and decaying
into a charged lepton and a neutrino.

tion at M = 0 GeV is caused by a divergence in the PDF for small x and regularized in
Pythia by a closing of the phase space [24].

4.3. Contact Interaction: Production and Properties

As already mentioned, the contact interaction samples have also been produced by the
generator group with Pythia 6 v426 in leading order. Because of its different chiral
structure compared to the standard model W there is no interference between the CI
and SM processes, i.e. the CI signal could also be produced alone. However, the Pythia
implementation allows only for a production together with the W → µν. The reason is
that this model has been implemented analogously to another CI model, the left-left-
isoscalar model [24], which does interfere with the W and therefore has to be produced
together with the W . Unfortunately, the implementation in Pythia does not allow to
distinguish between particles produced via CI and via W . In order to get the signal cross
section and the signal shape despite of this fact, the W is simply produced separately
and subtracted from the CI + W sample.
One problem is encountered, though, regarding statistical limitations. If the cross section
of the W is several orders of magnitude above the CI cross section, as it is near to the
W resonance, the statistical fluctuation of the W contribution lies in the same order of
magnitude as the CI event count, which makes the separation impossible. And also, if
the W mass peak is included in the CI+W production, most of the produced events
contain an on-shell W with a mass of about 80 GeV. Thus, the generated event rate
in the region of interest containing energies of several hundred GeV, where the ratio
between signal and background is more advantageous, is much too low. To account
for this, the W+CI samples are generated with the requirement that the muon pT is
above 300 GeV in the W and CI center-of-mass system, respectively. In this region the
LO W cross section lies at around 18.9 fb, while the pure CI cross section ranges from
541 fb (Λ = 3 TeV) to 1.57 fb (Λ = 13 TeV). Here, Λ is the energy scale of the contact
interaction model. This can of course only be done after reweighting the W sample and
the CI+W sample to the same integrated luminosity. The CI+W samples are produced
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Figure 4.3.: The invariant (a) and transverse (b) mass distribution of muon and neutrino
on generator level for different MW ′ . An increase of the decay width can
be seen as well as the decreasing cross section and an increasing off-shell
production for higher MW ′ . In (b) the Jacobian peaks can be seen at MW ′ .
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4. Signal Properties

with an event count of 105 per sample in a range of Λ =3-17 TeV in 1 TeV steps, while
the W sample contains 106 events.
The cut on the muon pT does not decrease the sensitivity of the search which is explained
further in section 9.1, since the lower pT region has a much worse signal-to-background
ratio.

4.3.1. The Contact Interaction Cross Section

As described in section 4.13, the contact interaction cross section is proportional to Λ−4.
This behavior can be seen in figure 4.4.
Next-to-leading-order corrections have not yet been taken into account, since no NLO
generator was found, which had the HNC model implemented. Even, if the contact
interaction is an effective theory, NLO corrections could be applied to a certain degree
without further assumptions to the underlying physical process [34].
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Figure 4.4.: The four-fermion contact interaction cross section as a function of Λ.

4.3.2. Contact Interaction Signal Properties

The contact interaction cross section increases linearly with the center-of-mass energy√
ŝ. However, this behavior is not reflected in the transverse momentum spectrum of

the muon or in the transverse mass spectrum of the contact interaction as shown in
figure 4.5b. One can see a falling behavior of a non-resonant spectrum. The decrease is
of course explained by the PDFs of the quarks involved in the contact interaction which
strongly decrease for higher momentum fractions. Therefore, the CI cross section falls,
since it is folded with the PDFs. In figure 4.5a the transverse mass distributions of the
actual produced samples containing CI and W are shown. The distribution in figure 4.5b
is yielded by subtracting the W as explained in the previous section. One can see the
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Figure 4.5.: The transverse mass distribution of muon and neutrino on generator level
for (a) CI+W and (b) CI only. The generator cut on pµT,cms = 300 GeV is
visible at MT = 600 GeV. In (b) the W is subtracted leading to a higher
statistical fluctuation for higher values of Λ.

increasing fluctuation for higher values of Λ due to the decrease of cross section of the
CI part relative to the W . One can observe that the shape of two CI signals for different
energy scales Λ1 < Λ2 does not change, but only the cross section decreases by

σ2 = σ1 ·
Λ4

1

Λ4
2

. (4.4)

To avoid statistical fluctuations as much as possible, for the limit setting in section 9.1,
only the signal efficiency6 of the Λ = 3 TeV sample is needed, which can be used to
determine the CI part with maximal precision.
In figures 4.5a and 4.5b the generator cut on pµT,cms = 300 GeV in the center-of-mass
system of the CI and W is visible, since the spectra begin at about 2 · p̂T = 600 GeV.
Few CI events also occur under the threshold of 600 GeV. The reason for this is that
the muon can radiate a γ as final state radiation decreasing its momentum.

4.4. PDF Uncertainties on the Signal Cross Section

As shown in section 1.3, the estimated signal cross section relies on the underlying par-
ton density functions of the proton (PDFs). In the following chapter the calculation of

6The signal efficiency denotes the ratio of the signal cross section above a certain parameter, here MT ,
to the total signal cross section.
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4. Signal Properties

the uncertainty on the W ′ and CI production cross sections is explained. It follows the
recommendation of the PDF4LHC [65] working group, which also includes the uncer-
tainty on the strong coupling αs.

The calculation is based on the three PDF sets CTEQ7(CT10) [66], MSTW82008 [67]
and
NNPDF92.1 [68]. For the production of Monte Carlo signal samples, the PDF set
CTEQ6L1 (LO in αs) was used by the Pythia 6 generator. In figure 4.6 the MSTW
(NLO in αS) results for PDFs of different partons for two different energy scales are
shown. For small values of the momentum fraction x, the gluon dominates over the
quarks. All PDFs are monotonously falling with the exception of u and d due to the
valence quarks. The uncertainty, visualized by the widths of the bands, increases for low
values of x.

Figure 4.6.: Parton density functions of the proton at two different values of momentum
transfer Q. The widths of the bands represent the 68 % C.L. [67]

Since a theoretical estimate of the PDFs is not yet possible due to the divergence of
cross sections for small energies in pertubative QCD, the different PDF working groups
perform global fits at next-to-leading-order in the strong coupling αs on the available
deep-inelastic scattering (DIS) data, mainly originating from TeVatron, HERA, and
fixed-target experiments. If e.g. a DIS cross section σAB involving parton A and B is
measured at a certain scale Q2 and momentum fractions x1, x2, it can be compared to

7Coordinated Theoretical-Experiment Project on QCD
8Martin, Stirling, Thorne, Watt
9Neural Network Parton Distribution Function
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4.4. PDF Uncertainties on the Signal Cross Section

the theoretical prediction via

σAB(Q2, x1, x2) =
∑

a,b=q,g

σ̂AB · fa/A(x1, Q
2) · fb/B(x2, Q

2), (4.5)

analogously to equation 1.47. σ̂AB can be expanded as perturbative series in αs. If
one now takes the PDF of a certain type of parton as a function of x at a reference
scale Q2

0 containing about five free fit parameters, one can obtain αs(Q
2
0)10 and the free

parameters from fitting to the measurements of σAB. The scale dependence of fi and αs
can then be evaluated using the so called DGLAP11 evolution equation [69].

CTEQ and MSTW both use a χ2-based Hessian approach for their fit: The best fit is
defined as the one with the lowest χ2. The values of the free parameters obtained by the
fit are then varied up and down by one standard deviation to estimate uncertainties. To
do so, the parameter space is orthogonalized first via diagonalizing the Hessian matrix
to account for possible correlation among the parameters. In this context the Hessian
matrix contains the second derivatives of χ2 with respect to the fit parameters and large
off-diagonal elements (relative to the diagonal elements) indicating large correlations.
Every variation results in a new PDF. This leads to Nmem=2Np+1 different PDFs, in-
cluding the best fit, with Np being the number of free parameters (Np=26 for CT10 and
Np=20 for MSTW) and Nmem being the number of so called members of each PDF set.
Np is the sum of all free parameters of all PDFs fq,g.
NNPDF follows a different approach. In the first stage Monte Carlo samples, so called
replicas are produced around points in space of physical parameters where data exists,
following a multi-gaussian distribution. Secondly, neural networks are used to interpo-
late between data points. Instead of the members used by CTEQ and MSTW to evaluate
uncertainties, NNPDF provides 100 replicas distributed around the best fit.
Another source of uncertainty is the input value of αs. Its influence is evaluated varying
it by one standard deviation ∆αs(MZ) regarding the theoretical uncertainty at the Z
peak. The different input values of the groups are αs(MZ) = 0.118 by CTEQ, αs(MZ)
= 0.119 by NNPDF and αs(MZ)=0.12018 by MSTW (coming from the MSTW fit).
Since producing new signal samples with all the different PDF sets to determine the in-
fluence on the signal cross section would be too resource-intensive, a different method is
suggested in [70]. In this analysis every event is then simply reweighted by the ratio be-
tween the cross-section prediction of the new PDF set and the prediction by CTEQ6L1,
which was used for the signal simulation.
This is done with files provided by the LHAPDF group [71] containing the PDFs defined
by the analytic functions that are fitted by the PDF groups, together with the parameter
fit results and special Q2-evolution functions.

For the i-th PDF of a set, a corresponding new cross section σ(i) is therefore calcu-
lated by multiplying the cross section σprod corresponding to the CEQ6L1 PDF, with
the ratio of the sum over all event weights wj and the total generated event number

10αs(Q
2
0) is only treated as a free fit parameter by MSTW. CTEQ and NNPDF put in a fixed value

obtained by other measurements.
11Dockshitzer-Gribov-Lipatov -Altarelli-Parisi
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nprod :

σ(i) = σprod · 1

nprod

nprod∑
j=1

wj (4.6)

The uncertainties arising from the PDF sets based on the Hessian method are estimated
by comparing the different members with the best fit, while for NNPDF a different ap-
proach is recommended using the replicas. The two methods are briefly summarized in
the following:

For the Hessian-based sets the asymmetric 68 % C.L. PDF uncertainty is calculated

with the formulae 4.7, 4.8. σ
(0)
ev is the cross section in the best fit scenario. σ

(2i−1)
ev and

σ
(2i)
ev correspond to an upward and downward variation of fit parameter i of one stan-

dard deviation. Therefore, ∆σHess(PDF,+) and ∆σHess(PDF,−) take into account the
highest positive and negative deviations, respectively. Cx is a factor needed to rescale
a x % confidence level interval into a 68 % level which is necessary because of different
approaches of the different working groups.

∆σHess(PDF,+) =
1

Cx

√√√√Nmem/2∑
i=1

(max{σ(2i−1) − σ(0), σ(2i) − σ(0), 0})2 (4.7)

∆σHess(PDF,−) =
1

Cx

√√√√Nmem/2∑
i=1

(max{σ(0) − σ(2i−1), σ(0) − σ(2i), 0})2 (4.8)

CTEQ and MSTW also provide α±s -PDFs, where αs is varied up/down by ∆αs, re-
spectively. The emerging uncertainty ∆Hess(αs,±) is calculated in equation 4.9.

∆σHess(αs,±) =
1

Cx
(σ(αs,±) − σ(0)) (4.9)

The PDF and αs uncertainties are then added quadratically (see equation 4.10) to yield
a total uncertainty.

∆σHess(αs + PDF,±) =
√

(∆σHess(PDF,+))2 + (∆σHess(αs,±))2 (4.10)

In the case of NNPDF Nαs = 7 sets are provided, each with a different αs(MZ), varied
between 0.116 and 0.122 in steps of 0.001. Therefore, a combined PDF and αs uncer-
tainty ∆σNNPDF(PDF + αs) is directly computed, which is displayed in equation 4.11.
Each set contains Nrep = 100 replicas. A Gaussian distribution of αs(MZ) with mean
0.119 is assumed and according to that the sets with a high difference in αs(MZ) to the
mean get a smaller weight wj than closer ones. σref is the weighted mean of all replicas.

∆σNNPDF(PDF + αs) =

√√√√√ 1

Nrep · wsum

Nαs∑
j=1

wj ·
Nrep∑
kj=1

[σ(PDF (kj ,j), α
(j)
s )− nref

ev ]2 (4.11)
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4.4. PDF Uncertainties on the Signal Cross Section

The uncertainty due to NNPDF is symmetric by construction.
It is recommended by the PDF4LHC [65] working group to take the envelope of the PDF
uncertainty as the total PDF error ∆total

PDF and symmetrize it afterwards, following:

∆total
PDF =

1

2
{max[∆σCT10(αs + PDF,+), σMSTW2008(αs + PDF,+), σNNPDF 2.1(αs + PDF)]

−min[∆σCT10(αs + PDF,−), σMSTW2008(αs + PDF,−), σNNPDF 2.1(αs + PDF)]}
(4.12)

The results of the PDF uncertainty calculations for the W ′ signal samples, following
the above recipe, are summarized in figure 4.7 and table A.1 in the appendix. One
can see that the uncertainty envelope is mainly contributed by CT10. Up to higher W ′

masses, the uncertainty rises due to a higher uncertainty in the PDF functions because
of limited data in the high-energy regime and extrapolation errors for high Q2. For
W ′ masses greater than 2.6 TeV, the uncertainty is decreasing. This is caused by the
increasing off-shell production of the W ′ due to the fact that the center-of-mass energy
is not high enough anymore to produce it on-shell. At highest masses, the relative
uncertainty reaches ∆total

PDF = 8.5% for MW ′ = 2.6 TeV.
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Figure 4.7.: PDF uncertainties on the W ′ signal cross sections. The uncertainty due to
CT10 is making up the total uncertainty envelope except for very high W ′

masses.

4.4.1. PDFs for Contact Interaction

Since the contact interaction samples are produced together with the W , the uncertainty
on the event number of pure contact interaction due to PDF uncertainty is not easily
computed. A naive ansatz would be to compute the uncertainty on the W+CI sample
and the W-only sample separately and propagate the uncertainties on the cross-section
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(a) The invariant mass distribution.

 / TeVΛ
4 6 8 10 12 14

P
D

F
 U

nc
er

ta
in

ty
 / 

%

-8

-6

-4

-2

0

2

4

6

8

CT10

MSTW2008

NNPDF 2.1

∞

CI+W PDF Uncertainty

> 300 GeVhat}
T 

{pTotal PDF Uncertainty

(b) The transverse mass distribution.

Figure 4.8.: PDF uncertainties on the CI cross section of (a) CI only and (b) W+CI. In
figure (a) the uncertainty is relatively flat due to the fact that the shape of
the contact interaction does not differ for different energy scales Λ. In figure
(b) one can see that the uncertainty is decreasing with Λ because of the the
smaller fraction at higher energies due to the decreasing contact interaction
cross section. The limited statistics for high Λ are visible at the uncertainty
band of CT10 at Λ = 13 TeV.

difference
σCI = σW+CI − σW (4.13)

in a Gaussian manner. Since the correlation between the uncertainties on σW+CI and σW
is not known, this is not a valid option. To avoid correlations, the uncertainty calculation,
described before, has been modified. For the Hessian approaches, the formulae 4.7 - 4.10
are also used, but as the input, instead of a single cross section σ(i), the cross-section

difference σ
(i)
CI+W was inserted following equation 4.13. For NNPDF, formula 4.11 is

adjusted analogously.
The results for the contact interaction cross-section uncertainty can be seen in table A.2
in the appendix and figure 4.8a. One can see that the uncertainty is flat in Λ. This
is due to the fact that the shape of the contact interaction does not differ for different
energy scales Λ. Therefore, the adjustment seems to work correctly. In figure 4.8b the
uncertainty for the W+CI samples is displayed for comparison. One can see that the
latter is not flat in Λ, but decreasing due to the decreasing cross section of Λ with respect
to the W which is rather produced at lower center-of-mass energies.
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5. Dataset and Standard Model
Backgrounds

In this chapter the dataset, which the analysis is based upon, as well as the simulated
samples, which are used for background estimation, are summarized and described.

5.1. Considered Data Sample

For this thesis 2012 proton-proton collision data at a center-of-mass energy of
√
s =

8 TeV from the CMS experiment, recorded from April the 4th to September the 5th,
have been analyzed. In figure 5.1 the recorded integrated luminosity of the CMS detector
is displayed.

According to luminosity measurements [72] with the hadron forward detector the con-
sidered dataset corresponds to an integrated luminosity of (10.3 ± 0.5) fb−1. In this
analysis only data is used which is certified by the DQM1 group [73], which requires
that all detector components have been switched on and were functioning. In order to
organize the sheer amount of data, system of order is used, dividing the data in different
runs. Each run is then divided into luminosity sections (lumi sections) that contain the
collision events which are consecutively numbered. The DQM provides the information,
which run and luminosity section is marked as good and should be used, in JSON2 files.
The following JSON files have been considered in this thesis:

• Cert 190456-202016 8TeV PromptReco Collisions12 JSON.txt

• Cert 190456-196531 8TeV 13Jul2012ReReco Collisions12 JSON.txt

• Cert 190782-190949 8TeV 06Aug2012ReReco Collisions12 JSON.txt

The first two numbers denote the runs that are covered by the JSON file. The term
”ReReco” corresponds to a change in the events reconstruction algorithms, mainly due
to problems with the ECal energy measurement, which made it necessary to redo the
event reconstruction.

Concerning the one muon signal signature the HLT Mu40eta2p1 -trigger has been cho-
sen which is a single muon trigger requiring an event to contain at least one muon with
a transverse momentum of at least 40 GeV within the acceptance of the detector. The

1Data Quality Management
2JavaScript Object Notation. Text files containing the accepted luminosity section ranges of every run.
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Figure 5.1.: The recorded and delivered integrated luminosity as a function of time.
About 95 % of the provided integrated luminosity (”delivered”) have been
recorded. From reference [39].

complete 2012 dataset is divided3 into three sub-datasets, RunA, RunB and RunC cor-
responding to different integrated luminosities as shown in table 5.1

Dataset Trigger Run Range L( pb−1 )
/SingleMu/Run2012A-recover-06Aug2012/AOD HLT Mu40 eta2p1 190782-190949 82
/SingleMu/Run2012A-13Jul2012-v1/AOD HLT Mu40 eta2p1 190645-193621 700
/SingleMu/Run2012B-13Jul2012-v1/AOD HLT Mu40 eta2p1 193834-196199 4400
/SingleMu/Run2012C-PromptReco-v1/AOD HLT Mu40 eta2p1 198049-198522 490
/SingleMu/Run2012C-PromptReco-v2/AOD HLT Mu40 eta2p1 198941-202016 4700

190782-202016 10300

Table 5.1.: List of the datasets used in the analysis and the corresponding run ranges.

5.2. Standard Model Background

The standard-model background is estimated with the help of simulation of all standard-
model processes which are predicted to mimic a signal, either by producing the same
physics signature or due to mis-reconstruction. The background samples are produced
with Pythia 6 [24] in LO, if not stated otherwise. Since some processes are known to
be simulated more accurately in other generators, also Madgraph [74] and Powheg [75]
samples are used.
Since the instantaneous luminosity increased with respect to the early runs in 2010,

3Retrieved 2012-09-05
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5.2. Standard Model Background

multiple occurrence of pp-events per bunch crossing plays an important role and has
to be simulated, accordingly. The background samples used in this analysis have been
simulated with two different pileup scenarios; for further details see table A.3 in the
appendix and section 7.1 about pileup. The considered processes are summarized and
explained in the following.

• W→ µν
The main background for a search for W ′, but also for contact interaction, is the
standard model W decaying to a muon and a muon neutrino. Since it produces
exactly the same final state, it is an irreducible background. While the majority of
W bosons are produced near the mass resonance at 80 GeV, very heavy off-shell W
bosons contaminate the signal region at high MT . Since this background cannot
be suppressed, it has to be described accurately via Monte Carlo, also for high MT ,
where ordinary W samples run out of statistics. This can be seen by comparing
the total NLO W → µν cross section of 12086 pb with the W cross section of
producing muons with a pT greater than 500 GeV, which is about 2 fb. With the
typical event count of a multi-jet Monte-Carlo sample of the order of 10 million,
there is a high chance of having not a single simulated event with a pµT above
500 GeV. In order to account for that two special W samples have been produced,
additionally to the W standard sample, one for 100 GeV< pµT <500 GeV and one
with 500 GeV< pµT .
Since it is the most important background, an electroweak+QCD NLO correction
binned in MT has been calculated for the W to account for higher-order corrections,
even at high MT . This is described in section 5.2.1.

• W→ τν
A W decaying into a τ lepton and neutrino can also contribute to the background,
since the τ decays inside the detector and can decay into a muon and two neutrinos,
therefore producing the sought signature. However, the emerging muon would be
much softer. Since the tau comes from a secondary vertex, most muons coming
from a high-energy tau decay can be rejected. The W → τν process has also been
simulated with three different samples (with the same binning as above), because
it is the main background for the W ′ → τν search.

• Z/γ∗ → ``
The Drell-Yan process describes the production of fermion pairs (in this case,
lepton pairs) via Z/γ∗ at hadron colliders. Via Drell-Yan, high-energy muons
can be produced. Since they come in pairs, one has in principle a good method
of rejecting them. But, if one muon leaves the detector undetected, because it
misses the acceptance, the single muon signature as well as the corresponding MET
are produced. For the Z/γ∗ → µµ sample five additional Monte-Carlo samples,
binned in the invariant mass Minv, are provided, while the Z/γ∗ → ττ sample is
accompanied by four tails.

• Multi-jet background
At LHC, hadrons are collided, therefore processes mediated by the strong interac-
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5. Dataset and Standard Model Backgrounds

tion play an important role. Even if a high-energy muon is faked by a jet only in
very rare cases, the enormous cross section gives rise to non-negligible background
contribution. Because NLO-calcuations in the strong coupling for QCD processes
are not possible, only the LO prediction is available. Due to this and the fact that
the high cross section does not allow MC production with sufficient event counts, an
estimate of the Multi-jet contribution to the final MT distribution is done for cross
checks and explained in 7.2. Eleven multi-jet distributions have been generated
with a binning in the scale of the hard interaction. These so called muon-enriched
samples are produced with an additional filter that rejects all events which do not
contain one muon with a pT of at least 5 GeV.

• Top-pair and single-top production
The high

√
s at LHC also allows top production. Since top quarks always decay

via weak interaction into a bottom quark, a boosted W is produced, decaying
into a high-energetic muon and therefore potentially producing one part of the
sought signature, in about 10% of the top decays [76]. The tt̄ sample considered is
generated with Madgraph in LO, while the single-top samples are produced with
The NLO generator Powheg. All samples are produced with the underlying PDF
set CTEQ6L1, except the single-top samples which are produced with CT10.

• WW,WZ,ZZ
Diboson events, containing either the production of W+ +W−, Z pairs or W +Z,
are also taken into account, because from a bosonic decay a muon can emerge. Each
diboson sample comes with an additional sample generated for pW,ZT > 500 GeV.

5.2.1. NLO corrections to the W Background

Since the process W → µν is the main background, it is necessary to have a precise
description of it, especially at higher energies, where the sensitivity to the signal is best.
To account for higher order corrections, a flat NNLO k-factor of 1.32 is applied, which
is the ratio of the total W → µν NNLO and LO cross section. But due to the fact
that, as shown before, the cross section in the regime of interest (MT > 500 GeV) is
several orders of magnitude lower than at the W peak, this k-faktor is not necessarily
a good description everywhere. In fact, especially electroweak higher-order corrections,
which are negligible at MT < 500 GeV are expected to have a sizeable impact of the
order of up to 30% [77] for Minv = 2000 GeV. The significant change of the k-factor also
leads to a change of shape in the MT spectrum. Therefore, higher order corrections have
been calculated binned in MT up to 2.5 TeV in 10 GeV steps. QCD and electroweak
corrections had to be calculated separately, because they are not implemented in the
same generator. Electroweak corrections have been estimated with Horace [78] and
QCD corrections with MC@NLO [79] by Mark Olschewski [80]. Since for the analysis
the W samples have been produced with Pythia 6 at LO with the PDF set CTEQ6L1
and Horace and MC@NLO both use CT10, also a Pythia 6 sample with CT10 is needed
to account for the influence of the PDF set. In figures 5.2 the cross-section difference
for all the considered generators is displayed. It can be seen that the QCD k-factor
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5.2. Standard Model Background
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Figure 5.2.: (a) A comparison of the cross section estimated by different generators as
a function of MT . The term QCD (b) A comparison of the two methods
combining the EW and QCD corrections. QCD ⊕ EW and QCD ⊗ EW
represent the the k-factor-combination methods corresponding to k1 and k2,
respectively.
In both plots LO denotes the cross-section calculation with Pythia 6, while
QCD stands for the NLO correction in αs and EW for the electroweak NLO
correction. Both plots are made by Mark Olschewski [80].

(blue) is relatively flat, with a slight decrease down to 1.25. However, the EW k-factor
shows a strong decrease down to values around 0.5, therefore the electroweak corrections
contribute destructively.
In order to get a total k-factor to scale the Pythia 6 standard samples to get a description
as close as possible to nature, one has to combine all corrections. Two approaches for
the combination are shown to be reasonable [81], depending on how correlated both
corrections are estimated, see equation 5.1. For the actual reweighting of the LO W
distribution, the mean of k1 and k2 is taken as an approximation.

k1 =
σQCD + σEW − σPy, CT10

σPy,CTEQ6L1
; k2 =

σQCD · σEW/σPy, CT10

σPy,CTEQ6L1
(5.1)

In order to get a continuous k-factor, a fit is applied (see figure 5.3) in the range where
the binned k-factor was calculated. A third degree polynomial has proven to be the best
parametrization in the region of interest. As shown in [81], additional NNLO corrections
would be relatively small for the energies of interest in this analysis and are therefore
neglected.
For lower values of MT than 200 GeV, the flat NNLO k-factor of 1.322 is taken, which
agrees within 6 permille with the k-factor from the parametrization at 200 GeV, thus a
smooth transition is given.
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5. Dataset and Standard Model Backgrounds
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in section 8.1.
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6. Signal Selection

The following chapter is a description of the quality criteria and signal specific require-
ments that are applied during the event selection in order to suppress mis-identification
and gain high signal sensitivity.

6.1. Quality Criteria

As stated in section 5.1, the considered data sample is triggered with a single muon trig-
ger requiring at least one muon per event with a transverse momentum above 40 GeV
inside the acceptance |η| < 2.1. In order to stay above the so called trigger turn on at pT
around the trigger threshold, which is not well simulated in the Monte Carlo, the chosen
muon is required to carry a transverse momentum greater than 45 GeV. Therefore, the
first three event quality requirements, so called preselections, are:

Preselection

• High level single muon trigger

• |η| < 2.1

• pT > 45 GeV

For high-energy muon identification and momentum assignment the cocktail algorithm
is the reconstructor of choice, as explained in section 3.1.4.
The following quality criteria correspond to the recommendation of the Muon Particle
Object Group [82] for high-pT muons with minimal adjustment concerning the impact
parameter d0 and the requirement of a tracker muon. They are needed to reject events
with bad or mis-reconstructed muons as well as muons not coming from the primary
interaction point.

6.1.1. Muon Quality Requirements

• The considered event has to contain a muon that is both a global and a tracker
muon, i.e. both reconstruction algorithms, the outside-in and the inside-out (see
section 3.1.3) have to agree on the muon identification. This is a first step to
ensure a sufficient number of hits in tracker and muon system. The global muon
requirement is also natural, since it is a precondition of all cocktail muons. The
tracker muon requirement is additional and not part of the official recommendation.
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6. Signal Selection

Requirements on hits in the muon detector

• At least one muon chamber hit has to be included in the global muon track fit.
This selection is made to suppress hadronic punch-trough and muons from decays
in flight. A punch-trough is an high-energetic hadron that possibly enters the muon
system and gets eventually absorbed by the iron joke after passing one chamber.
Decays-in-flight are processes in which a muon comes from a secondary decay, e.g.
from a tau lepton or b quark.

• At least in two muon stations there have to be track segments. This is also a veto
against punch-trough, since it is unlikely that the hadronic shower passes the iron
yoke. This selection also maintains consistency with the muon trigger logic that
also requires at least two stations with segments for a meaningful estimate of the
transverse momentum.

Requirements on hits in the tracker

• The number of pixel hit in the vertex detector is required to be greater than
zero. This further suppresses muons from decays in flight, since they could be
produced outside the innermost part of the detector. A hit in the pixel detector is
furthermore a requirement to reconstruct a primary vertex with sufficient precision.

• In order to allow for a reliable pT measurement with the tracker, a minimal number
of hits is necessary. Therefore, a total number of at least nine tracker layers hit
by the muon is required in this analysis. For low-pT muons, this selection step is
looser, only six hits are required. It is tightened for high-pT muons, because their
trajectories are much less bent and more hits are needed to estimate the curvature.
Furthermore, the rate of mis-identification of other particles as muons is decreased.

Since an update in the tracking algorithm in CMSSW52X [56], the requirement of
nine hit tracker layers as applied in this thesis introduces a reconstruction efficiency loss
of up to 5 % [82].
In order to reduce this inefficiency, an improved replacement for this important selection
has been searched, which provides a comparable rejection of mis-reconstructed muons.
The muon object group considered a replacement, where the number of hit layers is
lowered back to at least 6 and it is considered to additionally demand a relative pT
uncertainty lower than 0.3. However, this new requirement is not included in the event
selection of this analysis, because it is only recommended for a newly adapted cocktail
muon momentum assignment logic based on the relative pT uncertainty which is opti-
mized for the new selection [82].
This new selection was also investigated in the Bachelor Thesis of Tim Poljansek [83]. In
figure 6.1, the relation between the relative pT uncertainty and the number of hit tracker
layers is shown. It can be seen that well-reconstructed muons (with low ∆pT /pT ) are
rejected, if nlayers > 8 is required. Since the mid of November, the new selection has
been included in the official recommendation for high-pT muons.
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6.1. Quality Criteria

(a) (b)

Figure 6.1.: The relative uncertainty on pT with respect to the number of hit tracker
layers for (a) the data and (b) a W ′ signal sample. From reference [83].

Requirements on the Impact Parameter

Every event considered in this analysis has to have at least one well-reconstructed pri-
mary vertex corresponding to the hard interaction. Here, a well-reconstructed primary
vertex is required to have at least four tracks associated, a maximal distance in the
longitudinal direction of 24 cm and a small probability of the vertex being faked. If a
high-energy muon is considered to be produced via W ′ decay or contact interaction, it
should originate from the primary vertex and not from any secondary process. Therefore,
a primary vertex matching is done by applying the following two criteria.

• The longitudinal distance between tracker track and primary vertex is required
to be less than 5 mm. This criterion also suppresses events containing a cosmic
muon traversing the detector during a bunch crossing and faking a signal. Also
pileup-caused signal-like events can be rejected with the vertex restriction.

• Similar, only muons are considered, whose so called transverse impact parameter
d0 is less than 0.02 cm. d0 is the minimal distance of the extrapolated muon track
in the transverse plane with respect to the primary vertex. The original threshold
lies at 2 mm, but is very loose and can be tightened further to suppress cosmic
muons. Earlier studies [25] have shown that the tightening of the order of one
magnitude lowers the signal efficiency by less than 1 %. This is still true as can be
seen in figure 6.2. Almost all signal events lie in the first two bins corresponding
to a d0 of less than 0.02 cm. It can be seen that large fractions of QCD events are
rejected by this requirement.
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Figure 6.2.: Distribution of the transverse impact parameter d0 of the leading muon.
Both signals are accumulated in the first two bins, fulfilling d0 < 0.02 cm.

Muon Isolation

• The muons originating from a jet are expected to be not isolated, but surrounded
by many other entries in the tracker, caused by the multiple charged hadrons
the jet consists of. Since a muon from a signal event in principle should not be
accompanied by a significant amount of other particles, the muon isolation gives
rise to another selection criterion. However, the TeV muons which are basis of
this analysis have a significant probability to emit bremsstrahlung and therefore
being not isolated, anymore. Also, the high pileup conditions (see section 7.1) can
lead to a decrease in isolation. Thus, a relatively loose isolation criterion is applied
following the official recommendations [82] and using the relative track information
of the tracker.
At first, a cone with size ∆R < 0.3 is defined in the η − φ space around the muon
trajectory vector via ∆R =

√
(∆φ)2 + (∆η)2. The transverse momenta of all

particles reconstructed inside the cone are now summed up. The ratio of the sum
and the transverse muon momentum is required to be less than 0.1, in formula:

Isotrkrel =

∑
∆R<0.3,i 6=µ p

track i
T

pµT
(6.1)

As shown in figure 6.3, more than 99 % of the signal events are nicely isolated and
are located in the first bin, therefore a cut at 0.1 retains a high signal efficiency.

6.2. Signal-Specific Selection

Beside the quality criteria, there are three additional requirements applied to yield a
better signal-to-background ratio. The first one is a simple veto against events con-
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Figure 6.3.: Distribution of the relative tracker isolation of the leading muon. Most
events are isolated and lie in the first bin corresponding to an isolation of
0.05.

taining an additional global muon with a pT > 25 GeV, beside the leading muon with
pT > 45 GeV. This rejects events with two muons coming from a Drell-Yan process as
well as a cosmic muon which is accidentally identified as two muons. The other two
selections are exploiting the two-body kinematics of the W ′ decay and the contact in-
teraction and have already been established in previous searches [84, 85, 86].

Ratio of pµT and MET

As stated in section 4.2.2, W ′ production, as well as the contact interaction, corre-
sponds to a relatively high

√
ŝ. The center-of-mass system of the signal process has

low transverse momentum, which could only come from hadronic recoil (see section 7.4)
due to the negligible pT in the initial state. Since only two particles, i.e. the muon
and the neutrino are produced, there transverse momenta pµT and pνT should be bal-
anced, even in the detector frame. As shown before, pνT is indirectly determined via
MET measurement. Thus, the ratio of the signal pµT and MET should be peaking at
one, being washed out mainly by the detector resolution, the pile-up and possibly by
hadronic recoil. This behaviour can be seen in figure 6.4 and allows for a new criterion,
with thresholds optimized in another thesis [86]:

0.4 <
pµT

MET
< 1.5 (6.2)

Polar Angle between pµT and MET

Additionally, a geometrical selection criterion emerges from the back-to-back kinematics
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Figure 6.4.: Distribution of the ratio pµT /MET after applying all quality selections and
requiring that no second muon with pT > 20 GeV beside the leading muon
with pT > 20 GeV is in the event. The mismatch between data and simu-
lation for high values of pµT /MET is caused by the inadequate simulation of
the production of more than one jet along with the W production in Pythia
6 simulation [87].

of the two-body final state. The directions of motion of muon and neutrino are exactly
opposite in the center-of-mass frame, but since its boost in z direction is unknown and
possibly high, the spatial angle between muon and neutrino can be reduced to lower
values than π in the lab frame. But the polar angle ∆φ( pµT ,MET ) in between both is
invariant under boost in z and can therefore be used as a further event selection criterion:

∆φ( pµT ,MET ) > 2.5 (6.3)

The distribution of ∆φ( pµT ,MET ) is displayed in figure 6.5.
A summary of all selections is given in table 6.1. The influence of the selection on the

background is summarized in table 6.2. For the considered signals see table A.4 in the
appendix. It is shown that the background is strongly suppressed by the selection while
the signals stay at a relatively high efficiency. The W ′ signal efficiency increases up to
about 70 % for heavy on-shell W ′, but decreases for higher masses due to an increasing
fraction of muons with pT < 45 GeV in the off-shell tail. The higher signal efficiency for
contact interaction at 77 % is caused by the generator threshold of p̂T > 300 GeV.
After performing the complete event selection, the sensitivity on possible signals is in-
creased drastically. The impact of the selection can be seen nicely in the pT -distribution
of the leading muon in every event. A comparison between the spectrum without any
quality and selection-specific criterion applied and the spectrum after the full selection
is given in figure 6.6. The signal-to-background ratio has been improved significantly by
about 5 orders of magnitude for a W ′ with a mass of 1.3 TeV.
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Figure 6.5.: Distribution of the difference in the polar angle ∆φ between the muon and
MET after applying all quality and signal-specific selections.

Selection Criterion Quantitative Requirement
Preselection

Trigger matching -
pT >45 GeV
|η| <2.1

Quality Criteria
Global & Tracker muon -
Rel. Track Iso. < 0.1
Hit Tracker layers > 8
Hits in Muon system > 0
Matched Muon stations > 1
Hits in pixel Detector > 0
Transv. Impact Parameter d0 > 0.02 mm
Longit. Impact Parameter dz > 5 mm

Signal-Specific Selection
No second muon pT > 20 GeV
pµT /MET [0.4, 1.5]
∆φ(µ/MET) > 2.5

Table 6.1.: Summary of all criteria applied in the event selection. The table is divided
into preselection, quality criteria and signal specific selections. All quantities
refer to the selected muon, except the MET.
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6. Signal Selection

Background No Selection Preselection
Quality Selection &

p
µ
T

/MET ∆φ(p
µ
T

,MET)
only 1 µ

W → µν 1.25·108 6.97·106 6.22·106 3.00·106 1.66·106

100% 5.59% 5.59% 4.98% 89.2% 2.40% 48.2% 1.33% 55.2%

DY → µµ 1.99·107 2.82·107 562000 128000 72000
100% 14.2% 14.2% 2.82% 19.9% 0.640% 22.7% 0.361% 2.40%

QCD 1.39·109 9.90·106 433000 128000 12400
100% 0.712% 0.712% 0.0311% 4.37% 0.009% 29.6% >0.001% 9.66%

Diboson 1.01·106 50800 382000 173000 6090
100% 5.04% 5.04% 3.78% 75.1% 1.71% 45.2% 0.604% 35.3%

W → τν 1.25·108 116000 103000 48300 8500
100% 0.0928% 0.0928% 0.0827% 89.1% 0.0387% 46.8% 0.00681% 17.6%

tt̄ & single top 3.50·106 277000 207000 109000 15800
100% 7.89% 7.89% 5.92% 75.0% 3.10% 52.38% 0.451% 14.6%

DY → ττ 2.02·107 31700 27400 9930 1560
100% 0.157% 0.157% 0.135% 86.3% 0.0491% 36.3% 0.00771% 15.7%

All backgrounds 1.68·109 4.56·107 7.94·106 3.60·106 1.78·106

100% 2.71% 2.71% 0.473% 17.4% 0.214% 45.3% 0.106% 49.4%

Data - 5.35·107 9.23·106 3.93·106 1.89·106

Table 6.2.: Selection efficiencies and predicted event counts according to Lint = 10.3 fb−1

for all backgrounds and data of the analysis. The left percentage corresponds
to the remaining events relative to the event number before all selections. The
right percentage denotes the efficiency relative to the selection stage given
before. The discrepancy between simulation and data is about 20 % after the
selection, which is mainly due to the limited QCD simulation. Since QCD
gets strongly suppressed by the applied selections, the agreement improves
with every selection step. The final discrepancy of 7 % is mainly due to a mis-
match in the low pT region between simulation and data. In the next section
is shown that this mismatch disappears for higher pT and MT , respectively
and does not play a role for this analysis.
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Figure 6.6.: The distribution of the transverse momentum of the leading muon with (a)
no quality and signal-specific selection and (b) after all selection steps.
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7. The Final Transverse Mass Distribution

The pT and MET spectra are shown in figure 7.1. A rebinning is chosen to account for
the decreasing resolution of the muon pT for high momenta.

The final distribution which is scanned for signal-like deviations from the standard
model is the transverse mass distribution. As shown in the last chapter, the quality
requirements and signal-specific selections lead to a nice suppression of backgrounds in
the signal region of high MT . Before the final statistics-based analysis is started, some
final adjustments are applied to the background and an estimation of the multi-jet con-
tribution is performed.

7.1. Pileup Reweighting

The high instantaneous luminosity of around 6-7 Hz/nb (see figure 7.3a) causes a rel-
atively high number of collisions per bunch crossing, leading to an overlap of different
events, which is called pileup. As shown in figure 7.4, the average number of interactions
per bunch crossing lies at about 18 in 2012 data, but also events with a much higher
number of reconstructed vertices are observed as exemplarily displayed in figure 7.3b.
The pileup causes a high occupancy of the detector and complicates the event recon-
struction significantly, e.g. afflicting the isolation of tracks. Beside the so called in-time
pileup, as explained before, pileup is also caused by the small time spacing of only 50 ns
between two bunch crossings. The latency of some detector parts, primarily the hadronic
calorimeter [40], lie in the same order of magnitude as the bunch spacing which can lead
to migration of measurements that correspond to a preceding or following bunch cross-
ing. This is called out-of-time pileup.
All considered Monte Carlo samples have been generated in the official production cam-
paign of early 2012, which also includes a simulation of pileup. Since the pileup con-
ditions have been not exactly known when the first samples have been generated with
CMSSW 52X, the number of interactions was overestimated by a factor of about 2, see
figure 7.4. In order to account for that the Monte Carlo samples are adjusted to the
measured pileup in data by assigning weights to every simulated event. The weights are
calculated by comparing the frequency of both in-time and out-of-time pileup in data
and simulation. The reweighting for the analysis has been performed using the official
pileup reweighting tool provided by [88].
Since the average number of vertices was overestimated, most of the simulated events
are given a rather low weight, while few get very high ones. Even if the normalization
is not affected by the reweighting, this effectively results in a significant loss of informa-
tion. Therefore, another production campaign in CMSSW 53X was executed using the

61



7. The Final Transverse Mass Distribution

[GeV]
µT

p
200 400 600 800 1000

E
ve

nt
s 

/ 1
0 

G
eV

-210

-110

1

10

210

310

410

510

610

710 Diboson

ττ→DY 
µµ→DY 

ντ→W 

+single toptt
QCD 

νµ→W 

Data
M= 3 TeVνµ→W' 

= 10 TeVΛνµ→CI 

CMS 2012 Preliminary

-1
L dt = 10.3 fb∫
= 8 TeV s

νµ→W' 

o
ve

rf
lo

w
 b

in

(a)

[GeV] MET 
200 400 600 800 1000

E
ve

nt
s 

/ 1
0 

G
eV

-210

-110

1

10

210

310

410

510

610

710 Diboson

ττ→DY 
µµ→DY 

ντ→W 

+single toptt
QCD 

νµ→W 

Data
M= 3 TeVνµ→W' 

= 10 TeVΛνµ→CI 

CMS 2012 Preliminary

-1
L dt = 10.3 fb∫
= 8 TeV s

νµ→W' 

o
ve

rf
lo

w
 b

in

(b)

Figure 7.1.: The muon pT (a) and MET (b) distribution after applying all selection
criteria.

production on matrix element level and detector simulation as in the previous produc-
tion chain, but with adapted pileup and a new reconstruction simulation. Since some
samples have not been available from the new production at the time of this analysis
(see table A.3), the background samples are partly from the first production and are
therefore assigned with different weights. All signal samples as well as the W → µν
background are from the 53X generation and thus utilize the provided statistics effi-
ciently. The vertex distribution in data and simulation before and after the reweighting
is displayed in figure 7.2 showing a nice agreement afterwards.

7.2. Estimation of Multi-jet Background Contribution

The estimation of the contribution of QCD processes to the background via Monte Carlo
samples is not as reliable as for the other standard model processes, since multi-jet events
have much higher cross section, which is only known up to leading order. However, iso-
lated high-pT muons have a very low probability to be faked or produced by multi-jet
events. In order to verify that multi-jet events do not contribute to higher masses than
500 GeV a data-driven cross-check was performed based on [25]. The method is divided
into two parts; obtaining a normalization and a shape for the QCD prediction.
At first, an estimation of the normalization of QCD events is obtained by making use of
the pT /MET-distribution after applying all muon quality criteria, but before the kine-
matic selection. The method exploits that the pT /MET-distribution is W -dominated
at 1, but for higher values the influence of QCD increases, since QCD events typi-
cally contain relatively low MET. The normalization is yielded by taking the pT /MET-
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Figure 7.2.: The distribution of reconstructed vertices before (a) and after (b) the pileup
reweighting. One can see that the agreement between data and simulation
agrees well afterwards.

(a) (b)

Figure 7.3.: (a) The maximal instantaneous luminosity per day at CMS in 2012. The
average lies at about 6-7 Hz/nb. (b) A zoom inside an event display from
data with 33 reconstructed vertices (blue dots) strung along the z axis and
surrounding the beam spot (black rectangle). Tracks with a pT > 1.5 GeV
are shown in green and muons in red.
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Figure 7.4.: The different pileup in data (dots) compared to the different scenarios in
Monte Carlo 52X (dashed line) and 53X (solid line).

distribution from data and subtract all standard model backgrounds except W and QCD.
Then a fit is applied on the supposition that the remaining data now only consists of
W and QCD events. The W shape is found to be well-described by a Crystal Ball func-
tion [89]. For the QCD shape a template is taken from Monte Carlo simulation. The
free fit parameters are the ones of the Crystal Ball function and the normalization of the
QCD prediction. In figure 7.5a, the fit result (blue solid line), which is the sum of the
W (red dashed line) and QCD (blue dashed line) prediction, is shown in comparison to
data (black dots). For the QCD normalization one obtains (1.1± 0.1) · 106 QCD events
from the fit after all quality selections and before the two last kinematic signal selec-
tions. The given uncertainty takes into account the fit uncertainty and the systematic
uncertainties. This is about 2.5 times as much as predicted by simulation, see table 6.2.
In order to yield the right normalization for the final MT distribution, two additional
scale factors have to be included as well, since the event count prediction from the
pT /MET-distribution does not include the two kinematic selections. The requirement
on the pT /MET ratio to be between 0.4 and 1.5 is only passed by about 30 % of sim-
ulated multi-jet events that have passed the muon quality criteria. Only about 10 %
of the multi-jet events that passed the first kinematic selection do also fulfil the second
step requiring the polar angle between MET and the muon to be greater than 2.5, cf
table 6.2. Therefore, the QCD event count in the final transverse-mass distribution is
predicted to be 33000.

In the second step, the shape of the transverse mass distribution of QCD is derived
from data. All quality and kinematic selection criteria are applied except requiring the
muons to be isolated. Instead, a relative track isolation above 0.25 is demanded. This
ensures that the considered data sample is now multi-jet dominated, which can be seen
in figure 6.3, and provides much higher statistics than the simulated sample. The non-
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Figure 7.5.: (a): A shape-based fit (blue line) of W (red dashed line) and multi-jet
background (blue-dashed line) to the pT /MET-distribution of data (black
dots) after subtracting all other SM backgrounds. The QCD template is
taken from simulation and its normalization is taken as a free fit parameter.
(b): Comparison in the MT -spectrum between the multi-jet Monte Carlo
prediction (blue line) and the data-driven prediction (black dots) obtained
from non-isolated events. The QCD prediction is scaled up by the factor
2.5 yielded from the fit to data in the pT /MET-distribution. The scaled-up
prediction (green solid line) is shown with statistical uncertainties, which
are relatively high due to the lack of statistics in the QCD Monte-Carlo,
which causes the high deficit in the simulation for MT > 120 GeV with
respect to the data-driven QCD estimation. The high QCD cross section
causes the reweighting factor R (see eqn. 4.1) to be much greater than one
leading to high fluctuations in the simulation. The data-driven approach,
despite having much more statistics, does not predict QCD events above
MT > 500 GeV as well. Therefore, the QCD background can be neglected
for this analysis.
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7. The Final Transverse Mass Distribution

isolated data is scaled down in order to fulfil the correct normalization, which has been
previously estimated. The final data-driven multi-jet prediction is shown in figure 7.5b.
There are no events predicted above a transverse mass of 500 GeV despite significantly
higher statistics, therefore the QCD contribution is negligible for this analysis.

7.3. Efficiencies and Scale Factors

The simulation of the efficiency of the muon quality criteria and the trigger may differ
from the actual efficiencies seen in data. This can lead to discrepancies between the
event prediction and data. If one wants to take MC simulation as a reliable prediction
those differences have to be taken into account.
In order to be able to compare reconstruction and trigger efficiencies the ”Tag and
Probe” method is applied [90]. It exploits the clean signature of the decay of the Z
boson into two muons. If one muon, the tag muon, fulfils certain quality criteria, the
event is scanned for other muon candidates. If the invariant mass of a candidate and the
tag muon is in the Z mass resonance region, here defined as 70-130 GeV, the candidate
muon is defined as the probe muon. Now, the requirement for which the efficiency needs
to be calculated is applied on the probe muon. If it fulfils the criterion, it passes, if not,
it fails. The efficiency of a requirement is then defined as the ratio of events containing
a passing probe and all considered events, i.e.

ε =
Nprobe

passed

Nprobe
passed +Nprobe

failed

. (7.1)

The efficiencies used in this analysis are provided by the muon particle object group [91,
92]. As the requirement for a tag muon, the quality selection described in section 6.1.1
is taken along with a pT greater than 20 GeV and a matching muon trigger.
The efficiencies considered in this analysis are the muon quality efficiency (also called
muon ID efficiencies) εID which takes into account all quality criteria from section 6.1.1
except the isolation, the muon isolation efficiency εiso and the muon trigger HLT Mu40eta2p1
efficiency εtrigger. Since the efficiencies are different for muons detected in the barrel and
the endcap, they are provided with a binning in the pseudorapidity, discriminating be-
tween 0 < |η| ≤ 0.9, 0.9 < |η| ≤ 1.2 and 1.2 < |η| ≤ 2.1.
The efficiencies are estimated separately for RunA+RunB and for RunC (see table 5.1
for information about the runs). The important information derived from the efficiency
measurements for this analysis is the comparison between data and simulation. Three
scaling factors Ki are then calculated to account for the data-simulation discrepancy via

Ki =
Lint

AB ·
εAB
ID

εsimID

· ε
AB
trigger

εsimtrigger
· ε

AB
iso

εsimiso
+ Lint

C ·
εCID
εsimID

· ε
C
trigger

εsimtrigger
· ε

C
iso

εsimiso

Lint
AB + Lint

C

, (7.2)

where Lint denotes the integrated luminosity and i represents one of the three considered
regions in pseudorapidity. All simulated events are then weighted with Ki.
A summary of the yielded scaling factors Ki is given in table 7.1. One can see that the
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7.4. Recoil Correction

efficiencies in the transition region between barrel and endcap is simulated worst, with
a discrepancy of more than 7 %. Since most muons in the high MT region of interest
carry large transverse momenta, they are predominantly traversing the detector in the
barrel region, where the scaling factor lies at about 0.96. The largest contributions come

from the ID and trigger scaling factors, which both vary between 0.96-0.99, while
εAB
iso

εsimiso
is

compatible with one.

Detector Region εData/εMC

|η| < 0.9 0.9590 ± 0.0004
0.9 < |η| < 1.2 0.9290 ± 0.0012
1.2 < |η| < 2.1 0.9809 ± 0.0009

Table 7.1.: Scaling factors Ki accounting for the difference of efficiencies in data and
simulation. Based on the numbers from reference [92].

A visualization of the signal reconstruction acceptance and efficiency, the latter after
applying the scale factors, is given in figure 7.6. Here, the acceptance is defined as the
ratio of muons fulfilling |η| < 2.1 and all other muons coming from W ′ decays.

7.4. Recoil Correction

As shown in previous analyses [93, 25], the hadronic recoil is not well simulated in Monte
Carlo. Here, recoil means a jet being emitted with transverse momentum before the vec-
tor boson production and therefore causing a boost of the W or Z in transverse direction.
In order to correct for this the hadronic recoil had been derived from pp → Z → µµ
data which is kinematically comparable to the W production and decay and afterwards
applied to the W simulation.
However, a migration of the hadronic recoil correction by A. Güth to 8 TeV data is
not easily performed, since the pileup conditions changed drastically and the correction
is highly pileup-dependent [93]. Since the hadronic recoil only affects the MT region
up to about 140 GeV [25], its impact for this analysis is negligible. Therefore, a recoil
correction was not performed for this analysis.

7.5. The Final MT-Distribution

After applying the corrections mentioned above including the MT -binned k-factor for
the W background (see section 5.2.1) the final MT spectrum is shown in figures 7.7, 7.8.
The cumulative distribution shows no excess for high transverse masses.

At low transverse masses of about 100-120 GeV the simulation predicts less data than
measured. This is partly due to not applying a recoil correction and partly due to
the fact that the trigger turn is not completely avoided by the requirement on the
muon pT > 45 GeV, and therefore the trigger efficiency and also the isolation efficiency
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Figure 7.6.: Signal reconstruction acceptance×efficiency for different W ′ masses in com-
parison with the CI efficiency. For the W ′ samples, also the detector ac-
ceptance is shown. Here, the acceptance is defined as the ratio of muons
fulfilling |η| < 2.1 and all other muons coming from W ′ decays. The CI
acceptance×efficiency is higher than for W ′ due to the fact that CI is only
simulated above p̂T > 300 GeV (see section 4.3.

are mis-simulated for low transverse momenta, see [92]. The highest event lies at an
MT of about 1.8 TeV. In the next chapter, the corresponding background expectation
for MT >1.75 TeV is estimated to about 0.46 ± 0.18.

7.5.1. Event Display of the Highest MT Event

The highest MT event lies at 1.78 TeV. It is a nicely reconstructed muon with all the
reconstruction algorithms (see section 3.1.4) considered by cocktail muons in good agree-
ment, which can be seen in table 7.2. The tracker-plus-first-muon-station algorithm
(TPFMS) was chosen by the cocktail algorithm, which is another indication of the qual-
ity of the measurement, since TPFMS is the first choice - only being rejected, if the
quality of the measurement is non-optimal. An event display in the ρ− φ plane can be
seen in figure 7.9. Displayed is the muon track and the direction of the particle flow
missing transverse energy.
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7.5. The Final MT-Distribution

Reconstruction Algorithm pT / GeV
Tracker only 934 ± 179
Picky 913 ± 49
TPFMS (chosen by cocktail) 903 ± 48

Table 7.2.: Comparison of the results of the pT measurement of the muon in the highest
MT event. The algorithms agree very well with the pT from the tracker track
being afflicted with the highest uncertainty. The cocktail algorithm chose the
tracker-plus-first-muon-station algorithm (TPFMS).
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and simulation. A rebinning is applied to account for the varying detector
resolution.
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Figure 7.8.: The cumulative MT -distribution. No excess for high transverse masses has
been observed.

Figure 7.9.: An event display of the highest MT event in the muon channel with a muon
of pT = 903± 48 GeV in the ρ− φ plane.
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8. Background Determination and
Systematic Uncertainties

This section deals with the uncertainties resulting from limited precision of CMS mea-
surements and limited understanding of the detector and the reconstruction. The dis-
cussion of uncertainties on cross sections arising from imperfect knowledge of the parton
distribution functions has already been performed in section 4.4.

8.1. Systematic Uncertainties

The quantities influencing the transverse mass spectrum are not exactly known, since
they are obtained by measurements and therefore afflicted with systematic uncertainties,
which propagate into the MT distribution. The impact of those uncertainties has to be
evaluated before a statistical analysis can be performed. Uncertainties arise from the
luminosity measurement as well as from limited precision of detector measurements and
the pileup scenario. Uncertainties of quantities that influence the event reconstruction
are taken into account by shifting or smearing the considered property by the estimated
value of the uncertainty and redoing the MT determination afterwards. In the following
the considered uncertainties are summarized and discussed in more detail.

• Luminosity Measurement
The luminosity measurement at CMS is performed as stated in section 2.2.5. The
integrated luminosity of 10.3 fb−1 considered in this analysis is given with a relative
uncertainty of 4.4 % [48]. Shifting the luminosity up and down results in a change
of expected background events, but leaves the shape of the simulated background
unaffected.

• Muon Momentum Scale
Most important for the event reconstruction in this analysis is the measurement
of the high-pT muon. Differences in simulation and data could lead to a scaling
of the pT measurement. This scale uncertainty has been determined specifically
for high-pT muon reconstruction using the muon cocktail algorithm, as performed
in this analysis. The scale study utilized cosmic muons traversing the detector
and was performed by the muon particle object group [94]. To account for a

dependency on the muon-pT it has been recommended to take
pµT

TeV · 5 % as a scale
factor uncertainty, i.e. 2.5% on a muon with a pT of 0.5 TeV.
This is taken into account by generating two additional MT histograms, in which
the muon pT is shifted up and down by the scale uncertainty, respectively. Since
also the MET changes with the muon momentum, it is recalculated, as well.
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8. Background Determination and Systematic Uncertainties

• Muon Momentum Resolution
Another property of the muon reconstruction that could differ from data in the
simulation is the muon momentum resolution. To account for the uncertainty from
measurements, the muon pT is smeared by 3.2% on the pT . This is motivated by
the uncertainty on the resolution of cocktail muons with pT > 200 GeV shown in
figure 3.1. The measured resolution lies at 6.2 % with an absolute uncertainty of
about 0.8 % (conservatively read off). In order to yield a shift-up of the resolution
by the 0.8 %, an additional smearing of 3.2 % is performed, assuming Gaussian
addition of resolutions.

• Missing Transverse Energy
Besides the muon pT , the transverse mass is influenced by the MET measurement.
The MET is only indirectly measured as the negative of the sum over all measured
transverse momenta per event. Thus, the uncertainties on the different objects
propagate into the MET uncertainty and have to be estimated. Since for events
containing high-pT -muons, the MET is mostly driven by the leading muon, the
main source of MET and its uncertainties is already covered by the above two
points.
The remaining MET is predominantly made up by hadronic components. All other
components have negligible impact on the MET in this analysis. The uncertainty
on the MET resolution is covered by smearing the transverse momentum of the
hadronic component by 10 %, which is motivated by studies of the CMS MET
working group showing that the MET is underestimated in simulation by up to
10 % [95].

The hadronic component of MET is also scaled by a factor of 0.1 as a conser-
vative estimate, since the recommendation of the MET Working Group is to as-
sume 10% uncertainty on the unclustered energy [53]. This term comprises all jets
with transverse momenta under 10 GeV and all other objects reconstructed by the
particle-flow algorithm (see section 3.2), which do not lie within a jet. Therefore,
unclustered energy mainly consists of hadronic activity and the estimate of the
uncertainty is reasonable. The uncertainties on the jet energy scale correction of
jets with a pT >10 GeV, which also contribute to the MET uncertainty [53], are
also covered with this approach.

• Pileup
All simulated events are assigned a weight accounting for the relative frequency of
the number of simulated vertices compared to data, cf. section 7.1. The estimation
of vertices per event in data is done by multiplying the measured instantaneous
luminosity with the total inelastic cross section of pp-collisions. For the latter
the measurement for a LHC center-of-mass energy of 7 TeV (68 mb) has been
extrapolated to 69 mb for 8 TeV. Studies on Z → µµ events show better agreement
for the number of vertices between data and simulation, if one takes 73.5 mb as
pp-cross section. As recommended in reference [88], the official extrapolated value
is used for reweighting. But since the difference is not yet understood, it is taken
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8.2. Background Evaluation

into account as a systematic uncertainty. This is done by evaluating another
MT background estimation after reweighting according to a total inelastic pp-cross
section of 73.5 mb.

• NLO Correction of W
The continuous NLO k-factor for the simulated W background was derived from a
fit on the MT binned k-factor as illustrated in figure 5.3. The uncertainty emerging
from the fit are taken into account by shifting the k-factor up and down by one
standard deviation, yielding a background expectation for the standard model W
slightly shifted by about 1-2 %.

• Scaling Factors
Since the efficiencies of the used trigger, the muon quality selection and the iso-
lation are not perfectly simulated, scaling factors are applied on the background
expectation, as described in section 7.3. Since those scaling factors come with a
statistical uncertainty, the MT spectrum is additionally shifted up and down to
estimate the arising uncertainty on the background prediction. The effect is rather
negligible, because the uncertainty is given as 0.05 % (see figure 7.1), averaged
over the whole range in the pseudorapidity, which is three orders of magnitude less
than the scale factor from the luminosity uncertainty.

• Fit Error
A last uncertainty comes from a fit to the final distribution, which is explained in
the next section. The uncertainty is made up by the biggest difference between
the main function and two control functions and by the uncertainties on the fit
parameters.

The largest uncertainties stem from the scaling of the MET and of the muon pT
with the latter being more dominant at high MT , since the scale uncertainty increases
with the muon momentum. The impact of MET and muon resolution is comparatively
smaller, since the background does not contain narrow resonances below 100 GeV and
is therefore not very sensitive to smearing. The uncertainties coming from scaling of
the W k-factor, the pileup and scale factors are found to be negligible compared to the
other sources. A display of the impact of the most influencing uncertainty sources is
displayed in figure 8.1. The strong fluctuations at about 1 TeV and above 2 TeV are
due to a lack of statistics in the simulation. The former is made up by tt̄ and the first
W tail, simulated up to pµT = 500 GeV, the latter by the W Monte-Carlo sample, which
corresponds to pµT > 500 GeV.

8.2. Background Evaluation

The background prediction in this analysis is taken from simulation. As previously
shown, a W ′ or contact interaction would be mostly visible at high MT where the steeply
falling background, mostly coming from the W , would not dominate any more. Since
some backgrounds, especially multi-jet and tt̄ lack statistics for higher transverse masses
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8. Background Determination and Systematic Uncertainties

so called spiking can occur, which means that the few events at very high masses get
a relatively high weight from the normalization to the integrated luminosity and pro-
duce a very high event prediction in a single bin, caused by possibly only one simulated
event. Furthermore, the W background prediction begins to lack statistics at very high
masses. In order to account for these two problems, a function is fit to the simulated
event prediction in the MT range from 300 to 4000 GeV and its integral considered
as background expectation. In order to account for systematic uncertainties, the same
function is also fit to all smeared distributions and the difference to the unchanged spec-
trum is computed. All uncertainties arising from scaling of a property up and down are
conservatively treated and the maximal deviation is taken as uncertainty.

Three functions have been found to describe the steepy falling MT spectrum of the
standard model background reasonably well.

• f1(MT ) = a
(M3

T+b·MT+c)d

• f2(MT ) = a
(M2

T+b·MT+c)d

• f3(MT ) = a(1+MT )b

M
c+d·log(MT )

T

Since f1 was shown to describe the spectrum best [83] it is taken for the final background
prediction and is also fit to all smeared spectra. f2 and f3 are considered as control func-
tions and their difference to f1 is added as uncertainty as well as uncertainties which
arise from the fit parameters of f1. However, both are found to be comparatively small.
The spectrum with the three fits is shown in figure 8.1.

The result of the background estimation compared to data is given in table 8.1. The
total uncertainty is calculated as the sum of squares of all uncertainty sources. All de-
viations between data and simulation are well-covered by the systematic uncertainties,
therefore no significant deviation is found, especially for high transverse masses, where
a possible signal would appear.
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Figure 8.1.: (a) The transverse mass spectrum with the three fit functions. The ratio of
the fits and the simulation is shown in (a) It can be seen that for MT of 800-
1000 GeV the statistical fluctuation of the simulation is relatively strong.
This is caused by the diminishing statistics of the second W background
sample for 100 GeV< pT < 500 GeV. At MT = 2.2 TeV the simulation
starts to lack statistics causing a decrease of background expectation. This
is compensated by the fit. Also shown is the impact of the systematic
uncertainties represented by the ratios between the smeared/scaled and the
unchanged background expectation for (b) the muon and (c) the MET.
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MT > / GeV Nev (Data) Nev (fit) total uncert. Nev (Sim)
> 300 3341 3340 490 3430
> 400 1058 1070 170 1060
> 500 458 421 66 414
> 600 193 188 31 181
> 800 58 46.4 9.0 46.9
> 1000 18 14.0 3.1 14.1
> 1200 9 4.9 1.2 4.9
> 1400 1 1.91 0.56 1.94
> 1600 1 0.82 0.28 0.83
> 1750 1 0.46 0.18 0.48

Table 8.1.: Number of predicted events by the fit to simulation with total systematic
uncertainty compared to data. No statistically significant deviations are ob-
served. The highest event yields a transverse mass of about 1.8 TeV.
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9. Statistical Analysis and Limit Setting

No significant deviations from the standard model expectation in the signal region have
been discovered in this analysis as shown in the previous chapter. In order to quantify
the result and relate it to the signal predictions, a statistical analysis is performed to
derive an exclusion limit for the possible signals. It is sufficient to simply take the
background and signal expectation above a certain transverse mass and compare it to
the sum of all data events above this MT threshold. This approach is called single-bin
counting and discussed later on. In order to derive a limit on a certain physics model, one
adds the predicted signal contribution to the background prediction and calculates the
compatibility to the data in a statistical manner which is explained in the next section.

9.1. Bayesian Statistics

The method for deriving an upper cross-section limit chosen in this analysis is based
on a Bayesian approach. In order to exclude a SSM W ′ or a contact interaction in the
HNC model, it is calculated as a function of mW ′ and Λ, respectively, and afterwards
compared to the signal cross sections, listed in sections 4.2.1 and 4.3.2.
The following introduction to Bayesian statistics is adapted from [96, 27].

If one is armed with a background expectation b, a signal expectation s and a num-
ber of measured events Ndata, two options are widely common in particle physics to
calculate an exclusion limit to a certain confidence interval.
The first method, named CLs, is based on frequentist statistics: First, the probability
of the occurrence of Ndata events is calculated for the signal-plus-background hypothesis
s + b and for the background-only hypothesis b. A confidence interval is then derived
from the two probabilities.
In the second approach, which is less CPU-intensive for comparable results (as shown in
previous analyses [25, 97]), the strategy is different. Instead of comparing the signal-plus-
background hypothesis to Ndata, the reversed approach is taken. A Poisson-Likelihood
as a function of the signal contribution s at constant b under the precondition of Ndata

observed events is defined as

L(s|Ndata) =
(s+ b)Ndata

Ndata!
· e−(s+b). (9.1)

The parameter of interest s is composed of the total signal cross section (times the
branching ratio to µν) and the signal efficiency ε, divided by L.

A special feature of Bayesian statistics is that it is capable of taking into account
information about the parameter of interest, which is known a priori, like physical
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boundaries for cross section or even subjective beliefs. This is applied by introducing
the prior function π(s) into the Likelihood function. If one wants to derive a probability
p(s|Ndata), the Likelihood has first to be normalized:

p(s|Ndata) =
L(s|Ndata) · π(s)∫
L(s′|Ndata) · π(s′)ds′

(9.2)

p(s|Ndata) is called the posterior probability density function (p.d.f.). In this analysis,
a flat prior function π(s) is used, which is 1 for s > 0, else 0. This is motivated by the
fact that nothing is known about the cross sections of W ′ and CI, but they should be
positive. Some quantities, e.g. b and L, that enter the Likelihood function are afflicted
with a systematic uncertainty. This is taken into account by inserting an additional
prior function π(~ν) =

∏
i
π(νi) into the Likelihood. Every component of the vector

of nuisance parameters ~ν represents the uncertainty of a certain parameter, e.g. the
luminosity. Integrating over the different π(νi) leads to an additional smearing of the
Likelihood function. The π(νi) are considered to follow a log-normal distribution [98] in
νi, since this describes the distribution of a non-negative random variable. The posterior
probability now reads

p(s|Ndata) =

∫
L(s|Ndata) · π(s) · π(~ν)d~ν∫ ∫
L(s′|Ndata) · π(s′) · π(~ν)ds′d~ν

. (9.3)

An upper limit s95% on the signal contribution s to a confidence level of 95 % is now
derived from solving the following equation numerically:

C.L. = 0.95 =

∫ s95%

− inf
p(s′|Ndata)ds′. (9.4)

The observed upper cross-section limit σ95% is now simply calculated by σ95% = s95%/L.

Beside the observed limit an expected limit can be estimated using only the background
expectation and not taking into account the observed data. It is derived by dicing 400
pseudo-experiments following the posterior probablility function. The calculation also
includes dicing of the nuisance parameters, which follows their prior functions, to ac-
count for the systematic uncertainties. The expected limit is then defined as the median
limit of the 400 pseudo-experiments. The expected limit is provided together with 1-σ
(0,68-quantile) and 2-σ (0,95-quantile) bands that allow for an estimation how signifi-
cant the observed and expected limits deviate. Deviations occur, if the observed event
yield differs from the background prediction.
If the observed number of events is lower, the observed limit is lower than the expected
limit, since a lower signal cross section can be excluded. If more data is measured than
expected, a possible signal cannot be ruled out and therefore the observed cross-section
limit is relatively higher.

Since theories that predict a W ′ often presume lepton-universality, an additional ex-
clusion potential can be attained by combining the results of the electron and muon
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search channel. This is done by obtaining a combined posterior p.d.f. by simply multi-
plying the two Likelihoods. The confidence level is then calculated by integrating over
the common parameter of interest, the cross section σW ′ . The systematic uncertainties
are taken into account by integrating over all the nuisance parameters in the different
channels. All uncertainties are thereby assumed to be uncorrelated except the lumi-
nosity, which is fully correlated. The common parameter of interest is the signal cross
section. This is possible, since it is assumed to be equal in both channels.

An analogous procedure has not been performed in terms of contact interaction, be-
cause the limit in the electron channel was not available, when this thesis was written.
Since the relationship between the energy scales Λµ Λe is not predefined by the HNC
model, a combined limit could only be given in a Λµ − Λe parameter space, where no
correlation between the energy scales is assumed.

9.2. Single-bin-counting Experiment

Since the shape of the CI signal contains no narrow resonance and the Jacobian peak
of the W ′ is smeared very strongly for high masses due to the detector resolution and
increasing width, almost no information gets lost, if one integrates from a lower border
to infinity and just uses the background expectation and data of this one ”bin”. This
is a contrast to a shape-based statistical analysis, as it is done in searches for narrow
resonances, like the Z ′ → ee [99], where the observed spectrum has to be scanned for
narrow deviations. For the limit setting, the integral of simulated background and signal
is compared to data above the MT threshold.

The parameter of interest s can be simply calculated from the signal efficiency ε,
divided by L. The value of ε, besides the total signal cross section, contains the model-
specific information and is dependent on MW ′ (see figure 7.6), but not on Λ, as explained
in section 4.3. These properties manifest in the shape of the exclusion limits, shown in
the following.
The majority of potential signal events for a W ′ with a mass of 300 GeV lies in a com-
pletely different MT regime than for a W ′ with M = 3.5 TeV. For high W ′ masses
and for contact interaction, high lower thresholds of the MT search window are generally
expected to result in a smaller excluded cross section than lower ones, since the signal-to-
background ratio is more advantageous at high transverse masses due to a steeply falling
background. In order to choose the search window for the limit setting, the lower thresh-
old is optimized for the best expected limit. Since the expected limit does not depend on
observed events, the optimization requires no consideration of the look-elsewhere effect,
which accounts for the probability of deviations in data due to statistical fluctuation, if
a wide range of bins is analysed. The optimization is performed for every W ′ mass, but
only needed once for the contact interaction, since ε stays the same and only the cross
section σCI scales down with increasing Λ. The optimization is done by performing 400
pseudo-experiments per search window. All the expected limits are then compared and
the bin with the lowest expected upper cross-section limit is chosen. The lower bounds
of the search windows are chosen in steps of 50 GeV.
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While the minimum of the expected limit is very narrow for small W ′ masses, it broad-
ens for higher MW ′ . This can lead to statistical fluctuation of the estimated minimal
expected limit, therefore a sufficient number of dicing is needed.

The limit computation, including optimizing the search window is performed using a
RooStats-based [60] tool made for the Higgs analysis [61].

9.3. The Contact Interaction Limit

The expected and observed upper cross-section limit as well as the cross section of the
contact interaction depending on the energy scale Λ can be seen in figure 9.1. The
projection of the intersection of the observed limit and the CI cross section is taken as
the upper limit on the energy scale. It is conservatively estimated, compatible with the
PDF uncertainty within one standard deviation, to

ΛCI→µν > 10.0 TeV at 95 % C.L. (9.5)

The observed and expected limits are flat, since the signal efficiency ε is the same for all
energy scales.
The corresponding quantitative information can be found in table 9.1, where the ex-
pected and observed limits are compared to the signal cross section and the number of
observed data above the MT threshold, optimized for best expected limit, is compared
to the number of background and signal events. The optimization yielded 1100 GeV as
lower bound of the search window. This is lower than the value found for heavy W ′,
which is due to the fact that the CI spectrum does fall faster with high-MT as shown in
figure 7.7. The observed limit is found to be worse than expected, lying between the up-
per 1-σ and 2-σ band, which is due to 12 measured events at a background expectation
of 8.1 ± 1.9 events.

9.4. The W ′ Mass Limit

The cross-section limit for a W ′ decaying to muon and neutrino as a function of MW ′ is
shown in figure 9.2 with the detailed information in table 9.2. For masses of 2.3 TeV and
above, the best expected limit was found in the mass windows with a lower bound of 1.65
and 1.70 TeV. Above 1.70 TeV the background expectation of 0.6 ± 0.2 is compatible
with one observed event, which worsens the observed limit slightly with respect to the
expected limit. Overall, the observed limit is found to lie well in between the 1-σ band
of the expected limit.
At low W ′ masses, the upper limit strongly improves for an increasing MW ′ due to the
advantageous signal-to-background ratio at high MT . For very high masses, the limit
begins to get worse again, because the off-shell production at low transverse masses
begins to play a role. The optimization then finds search windows, with a decreasing
lower bound in MT , where the background is higher, which worsens the limit.
The upper limit on the W ′ mass from the muonic decay channel can be derived by the
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Figure 9.1.: Cross-section limit of a helicity-non-conserving contact interaction. The
observed and expected cross section limits and the theoretical cross section
as a function of the energy scale Λ are shown.

intersection of theoretical cross section and the observed limit to

MW ′ > 2.9 TeV at 95 % C.L. (9.6)

9.4.1. The Electron Limit and Channel Combination

The limit in the electron channel, analysed by Philipp Millet [100] and corresponding
to the same integrated luminosity of 10.3 fb−1 is shown in figure A.1 in the appendix.
The electron limit has a very similar shape for high masses due to a high-MT event at
2.4 TeV. The lower W ′ mass limit also lies at 2.9 TeV.
A combination is made under the assumption that the branching ratios and cross sections
in both channels are the same. The tau channel is also investigated, but has much less
exclusion power because of a softer spectrum due to at least one additional neutrino.
The combined limit is shown in figure 9.3 and table 9.3. The combined expected and
observed limits are significantly improved by nearly a factor of 2 with respect to the
single-channel limits. While the expected limit lies at MW ′ > 3.2 TeV the observed
upper limit on the W ′ mass derived from a combination of muon and electron channel
is

MW ′ > 3.0 TeV at 95 % C.L. (9.7)
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Λ / TeV MT > X GeV Ndata Nsig Nbgk σCI / fb σexcl
exp / fb σexcl

obs / fb

3 1100 12 1540 ± 120 8.1 ± 1.9 541.79 2.91 4.24
5 1100 12 489 ± 39 8.1 ± 1.9 171.82 2.91 4.24
6 1100 12 200 ± 16 8.1 ± 1.9 70.30 2.91 4.24
7 1100 12 96.5 ± 7.7 8.1 ± 1.9 33.87 2.91 4.24
8 1100 12 52.2 ± 4.2 8.1 ± 1.9 18.31 2.91 4.24
9 1100 12 30.8 ± 2.5 8.1 ± 1.9 10.80 2.91 4.24
10 1100 12 19.0 ± 1.5 8.1 ± 1.9 6.68 2.91 4.24
11 1100 12 12.4 ± 1.0 8.1 ± 1.9 4.37 2.91 4.24
12 1100 12 8.51 ± 0.68 8.1 ± 1.9 2.99 2.91 4.24
13 1100 12 5.95 ± 0.48 8.1 ± 1.9 2.09 2.91 4.24

Table 9.1.: The detailed information to the CI cross-section limit. Stated are the op-
timized MT threshold, the number of expected signal, background and ob-
served data and the observed and expected limit, compared to the signal
cross section.

A combination with the electron and muon limit corresponding to 2011 data at
√
s=7 TeV,

as performed in [1], has not been considered for the bigger dataset, which was used in
this analysis, since the contribution would be negligible and was even only marginally
improving the derived limit. This is due to the fact that already twice the data was
recorded for this analysis and also a high increase of sensitivity for heavier W ′, because
of the higher

√
s.
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Figure 9.2.: Cross-section limit of W ′ decaying to muon and neutrino. The observed and
expected cross section limits and the theoretical cross section as a function
of the W ′ mass are shown.

MW ′ / GeV MT > X GeV Ndata Nsig Nbgk σW ′ / fb σexcl
exp / fb σexcl

obs / fb

500 450 730 51700 ± 4900 660 ± 100 22500 76.7 94.2
900 750 82 6120 ± 540 64 ± 12 1980 8.52 12.9
1300 1000 18 1239 ± 99 14.0 ± 3.1 341 3.09 4.19
1700 1400 1 202 ± 31 1.91 ± 0.56 72.7 1.63 1.28
2000 1450 1 90.0 ± 8.8 1.53 ± 0.47 25.8 1.21 1.19
2300 1700 1 28.0 ± 3.7 0.55 ± 0.21 9.83 1.13 1.56
2600 1650 1 13.0 ± 1.4 0.67 ± 0.24 4.12 1.05 1.40
2900 1650 1 4.90 ± 0.55 0.67 ± 0.24 1.90 1.25 1.72
3100 1700 1 2.58 ± 0.34 0.55 ± 0.21 1.24 1.54 2.17
3300 1700 1 1.37 ± 0.19 0.55 ± 0.21 0.85 2.00 2.83
3500 1650 1 0.82 ± 0.11 0.67 ± 0.24 0.63 2.50 3.50
4000 1650 1 0.21 ± 0.03 0.67 ± 0.24 0.33 5.15 7.26

Table 9.2.: The detailed information to the W ′ cross-section limit. Stated are the op-
timized MT threshold, the number of expected signal, background and ob-
served data and the observed and expected limit, compared to the signal
cross section.
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Figure 9.3.: The combined W ′ cross-section limit using information from the muon and
the electron channel. The observed and expected cross section limits and
the theoretical cross section as a function of the W ′ mass are shown.

MW ′ / GeV σW ′ / fb σexcl
exp / fb σexcl

obs / fb

900 2000 5.1 8.5
1700 73 0.97 1.1
2300 9.8 0.66 0.89
2900 1.9 0.76 0.99
3100 1.2 0.94 1.3
3300 0.85 1.2 1.6
3500 0.63 1.5 2.0
4000 0.33 3.2 4.1

Table 9.3.
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10. Conclusion

In this thesis the search for two possible extensions of the standard model has been per-
formed using a 2012 CMS dataset corresponding to an integrated luminosity of 10.3 fb−1

at a center-of-mass energy of
√
s = 8 TeV. The first subject of the search has been a

helicity-non-conserving contact interaction, which is an effective theory with an energy
scale Λ and could either be a reference model to theories predicting compositeness of the
quarks and leptons or the exchange of a heavy neutral scalar particle, which is predicted
in some standard model extensions. The second topic has been the search for a new
heavy charged gauge boson, called W ′, which can decay into a muon and a neutrino.
In order to have a simple model as a reference for the various different W ′ models that
are predicted, standard-model-like couplings have been assumed as well as an exclusive
coupling to right-handed (anti-)particles.
After a simulation-based background estimation the data was found to be in good agree-
ment with the standard model prediction, and therefore the considered standard model
extensions can be ruled out up to a W ′ mass of 2.9 TeV in the muon channel and up to
an energy scale Λ of 10.0 TeV. By combining the muon and electron channel, masses up
to MW ′ =3.0 TeV can be excluded.
With data from an earlier 2012 dataset corresponding to 3.7 fb−1 a publication of re-
sults partly based on this analysis was achieved [1], excluding a W ′ decaying to muon
up to MW ′ = 2.75 GeV and a HNC contact interaction up to Λ = 8.7 TeV, therefore
yielding world’s best limits from direct searches in both cases. A combination of electron
and muon limit of 2011 and 2012 data yielded a MW ′ limit of 2.85 TeV. With respect
to 2011, the search in the µν channel has been extended by also considering the HNC
model. The analysis of the HNC model in the electron channel is desirable as well and
currently already ongoing. Possible left-handed W ′ bosons interfering with the W have
been already considered in the searches in 2011 and have be not covered by this analysis
due to the fact that the official production, which was mandatory, was delayed heav-
ily, but now completed and therefore incorporated into the analysis chain as well. The
search for a W ′ in the tau channel is currently being performed as well.
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Figure A.1.: The information corresponding to the W ′ cross-section limit from the decay
channel to electron and neutrino. Shown are the optimized MT threshold,
the number of expected signal, background and observed events and the
observed and expected limit, compared to the signal cross section.
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CT10 MSTW2008 NNPDF 2.1
[%] ∆σPDF ∆σαs total ∆σPDF ∆σαs total total

MW ′ = 300 GeV
+ 2.2) + 0.1 + 2.2 + 2.1 + 0.3 + 2.1 ± 1.8
- 2.5 -0.2 - 2.5 - 1.6 - 0.3 - 1.7

MW ′ = 500 GeV
+ 2.4 +0.2 + 2.4 + 2.3 <+0.1 + 2.3 ± 2.2
- 3.2 - 0.2 - 3.2 - 1.8 - 0.0 - 1.8

MW ′ = 700 GeV
+ 2.9 +0.4 + 2.9 + 2.6 +0.2 + 2.6 ± 2.8
- 3.9 - 0.4 - 3.9 - 2.0 -0.2 - 2.0

MW ′ = 1100 GeV
+ 4.0 +0.6 + 4.1 + 3.2 +0.5 + 3.3 ± 3.7
- 5.1 - 0.6 - 5.2 - 2.2 -0.5 - 2.2

MW ′ = 1300 GeV
+ 4.7 +0.7 + 4.7 + 3.5 +0.6 + 3.6 ± 4.0
- 5.7 - 0.7 - 5.8 - 2.3 -0.6 - 2.3

MW ′ = 1500 GeV
+ 5.5 +0.6 + 5.6 + 3.9 +0.7 + 4.0 ± 4.4
- 6.5 - 0.6 - 6.5 - 2.4 -0.7 - 2.5

MW ′ = 1900 GeV
+ 7.1 +0.5 + 7.2 + 4.3 +0.8 + 4.4 ± 4.9
- 7.6 - 0.5 - 7.6 - 2.6 -0.8 - 2.7

MW ′ = 2000 GeV
+ 7.4 +0.5 + 7.5 + 4.3 +0.8 + 4.4 ± 5.1
- 7.8 - 0.5 - 7.8 - 2.7 -0.8 - 2.8

MW ′ = 2200 GeV
+ 8.2 +0.3 + 8.2 + 4.4 +0.7 + 4.4 ± 5.5
- 8.2 - 0.4 - 8.2 - 2.9 -0.7 - 2.9

MW ′ = 2400 GeV
+ 8.4 +0.3 + 8.4 + 4.3 +0.5 + 4.3 ± 5.4
- 8.3 - 0.3 - 8.3 - 2.9 -0.5 - 3.0

MW ′ = 2600 GeV
+ 8.7 +0.1 + 8.7 + 4.2 +0.4 + 4.2 ± 5.5
- 8.2 - 0.2 - 8.2 - 3.0 -0.4 - 3.0

MW ′ = 2800 GeV
+ 8.6 + <0.1 + 8.6 + 4.0 +0.2 + 4.0 ± 5.7
- 7.7 - 0.0 - 7.7 - 3.0 -0.2 - 3.0

MW ′ = 3000 GeV
+ 8.0 + 0.1 + 8.0 + 3.7 +0.1 + 3.7 ± 5.6
- 6.8 -0.1 - 6.8 - 2.8 -0.1 - 2.8

MW ′ = 3200 GeV
+ 7.0 + 0.1 + 7.0 + 3.2 <+0.1 + 3.2 ± 5.7
- 5.9 >-0.1 - 5.9 - 2.4 >-0.1 - 2.4

MW ′ = 3300 GeV
+ 6.6 + 0.1 + 6.6 + 3.1 + <0.1 + 3.1 ± 5.0
- 5.6 -0.1 - 5.6 - 2.3 - 0.0 - 2.3

MW ′ = 3400 GeV
+ 6.1 + 0.1 + 6.1 + 2.9 + 0.1 + 2.9 ± 4.7
- 5.1 -0.1 - 5.1 - 2.2 - 0.1 - 2.2

MW ′ = 3700 GeV
+ 4.8 + 0.1 + 4.8 + 2.4 + 0.1 + 2.4 ± 4.9
- 4.1 -0.1 - 4.1 - 1.8 - 0.1 - 1.8

MW ′ = 4000 GeV
+ 3.7 + <0.1 + 3.7 + 2.1 + 0.1 + 2.1 ± 3.9
- 3.6 >-0.1 - 3.6 - 1.6 - 0.1 - 1.6

Table A.1.: Summary of the PDF uncertainties on the W ′ production cross section for
different values of MW ′ .
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CT10 MSTW2008 NNPDF 2.1
[%] ∆σPDF ∆σαs total ∆σPDF ∆σαs total total

Λ = 3 TeV
+ 4.7 + 0.5 + 4.8 + 3.5 + 0.5 + 3.5 ± 4.0
- 5.7 - 0.5 - 5.7 - 2.2 - 0.5 - 2.3

Λ = 5 TeV
+ 4.7 + 0.5 + 4.7 + 3.4 + 0.5 + 3.5 ± 4.0
- 5.7 - 0.5 - 5.7 - 2.2 - 0.5 - 2.3

Λ = 6 TeV
+ 4.7 + 0.5 + 4.8 + 3.4 + 0.5 + 3.5 ± 4.0
- 5.7 - 0.5 - 5.8 - 2.3 - 0.5 - 2.3

Λ = 7 TeV
+ 4.7 + 0.5 + 4.7 + 3.5 + 0.5 + 3.5 ± 4.0
- 5.7 - 0.5 - 5.7 - 2.3 - 0.5 - 2.3

Λ = 8 TeV
+ 4.8 + 0.5 + 4.9 + 3.4 + 0.5 + 3.5 ± 4.1
- 5.7 - 0.5 - 5.7 - 2.2 - 0.5 - 2.3

Λ = 9 TeV
+ 4.7 + 0.5 + 4.8 + 3.4 + 0.5 + 3.5 ± 4.1
- 5.7 - 0.5 - 5.8 - 2.2 - 0.5 - 2.3

Λ = 10 TeV
+ 4.7 + 0.5 + 4.8 + 3.4 + 0.5 + 3.4 ± 4.2
- 5.7 - 0.5 - 5.7 - 2.2 - 0.5 - 2.3

Λ = 11 TeV
+ 4.7 + 0.5 + 4.7 + 3.4 + 0.4 + 3.5 ± 4.1
- 5.7 - 0.5 - 5.7 - 2.3 - 0.4 - 2.3

Λ = 12 TeV
+ 4.8 + 0.6 + 4.9 + 3.5 + 0.6 + 3.6 ± 4.3
- 5.9 - 0.6 - 6.0 - 2.3 - 0.6 - 2.4

Λ = 13 TeV
+ 4.4 + 0.5 + 4.5 + 3.2 + 0.5 + 3.3 ± 4.5
- 5.2 - 0.5 - 5.2 - 2.2 - 0.5 - 2.2

Λ = 14 TeV
+ 4.9 + 0.6 + 4.9 + 3.5 + 0.6 + 3.5 ± 4.6
- 6.0 - 0.7 - 6.0 - 2.4 - 0.6 - 2.5

Table A.2.: Summary of the PDF uncertainties on the contact interaction cross section
for different values of the energy scale Λ.
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Table A.3.: Analysed Monte Carlo samples for various background processes (with ` =
e, µ). In case only LO cross sections are known, the column for NNLO stays
empty. p̂T stands for the scale of the hard interaction in the respective
case. Two different pileup scenarios, corresponding to production in the
CMSSW versions [56] 52X and 53X, respectively, have been used for the
official production, with the latter being much closer at the actual pileup.
For further information, see section 7.1. The (*) denotes that for the sample
a MT -binned NLO k-factor has been used, see section 5.2.1.

Kinematic cuts σLO σNNLO Pileup # of
Generator Process

(in GeV,) (pb) (pb) Scenario Events

PYTHIA W→µν no cuts 9130 12100 53X ∼5M
PYTHIA W→µν 500 < p̂T > 100 GeV 1.46 (*) 53X ∼1M
PYTHIA W→µν p̂T > 500 GeV 0.00152 (*) 53X ∼1M
PYTHIA W→τν no cuts 9170 12100 52X ∼2.5M
PYTHIA W→τν 500 < p̂T > 100 GeV 1.46 (*) 52X ∼1M
PYTHIA W→τν p̂T > 500 GeV 0.00153 (*) 52X ∼1M
PYTHIA Z/γ∗ →µµ mµµ > 20 GeV 1510 1920 52X ∼2M
PYTHIA Z/γ∗ →µµ mµµ > 120 GeV 3.9 11.9 52X ∼0.5M
PYTHIA Z/γ∗ →µµ mµµ > 200 GeV 1.18 1.49 52X ∼ 50k
PYTHIA Z/γ∗ →µµ mµµ > 500 GeV 0.0356 0.0451 52X ∼50K
PYTHIA Z/γ∗ →µµ mµµ > 800 GeV 0.00451 0.00572 52X ∼50K
PYTHIA Z/γ∗ →µµ mµµ > 1300 GeV 0.00015 0.00045 52X ∼50K
PYTHIA Z/γ∗ →µµ mµµ > 1600 GeV 0.00009 0.00012 52X ∼50K
PYTHIA Z/γ∗ →ττ mττ > 20 GeV 1510 1920 52X ∼2M
PYTHIA Z/γ∗ →ττ 100 GeV< mττ > 200 GeV 44.3 58.5 53X ∼200k
PYTHIA Z/γ∗ →ττ 200 GeV< mττ > 400 GeV 1.45 2.00 53X ∼1M
PYTHIA Z/γ∗ →ττ 400 GeV< mττ > 800 GeV 0.110 1.45 53X ∼1M
PYTHIA Z/γ∗ →ττ mττ > 800 GeV 0.0057 0.0075 53X ∼1M
Madgraph tt̄ no cuts 136 225 (NLO) 53X ∼1.2M
Powheg t→ blν (s-Channel) no cuts 2.82 3.89 53X ∼300k
Powheg t→ blν (t-Channel) no cuts 47.0 55.5 53X ∼400k
Powheg t→ blν (tW-Channel DR) no cuts 10.7 11.2 53X ∼500k
Powheg t̄→ blν (s-Channel) no cuts 1.57 1.76 53X ∼140k
Powheg t̄→ blν (t-Channel) no cuts 25.0 30.0 53X ∼2M
Powheg t̄→ blν (tW-Channel DR) no cuts 10.7 11.2 53X ∼500k
PYTHIA WW no cuts 33.6 57.1 53X ∼10M
PYTHIA WZ no cuts 12.6 32.3 53X ∼10M
PYTHIA ZZ no cuts 5.2 8.3 53X ∼10M
PYTHIA WW p̂T > 500 GeV 0.00523 0.00890 53X ∼1M
PYTHIA WZ p̂T > 500 GeV 0.00170 0.00435 53X ∼1M
PYTHIA ZZ p̂T > 500 GeV 0.00106 0.00170 53X ∼1M
PYTHIA QCD µ enriched 20 GeV< p̂T < 30 GeV 2.87·108 - 53X ∼8M
PYTHIA QCD µ enriched 30 GeV< p̂T < 50 GeV 6.61·107 - 53X ∼5M
PYTHIA QCD µ enriched 50 GeV< p̂T < 80 GeV 8.08·106 - 53X ∼10M
PYTHIA QCD µ enriched 80 GeV< p̂T < 120 GeV 1.02·106 - 52X ∼10M
PYTHIA QCD µ enriched 120 GeV< p̂T < 170 GeV 1.58·105 - 52X ∼8M
PYTHIA QCD µ enriched 170 GeV< p̂T < 300 GeV 3.40·104 - 52X ∼8M
PYTHIA QCD µ enriched 300 GeV< p̂T < 470 GeV 1760 - 52X ∼4M
PYTHIA QCD µ enriched 470 GeV< p̂T < 600 GeV 115 - 52X ∼4M
PYTHIA QCD µ enriched 600 GeV< p̂T < 800 GeV 27.0 - 52X ∼4M
PYTHIA QCD µ enriched 800 GeV< p̂T < 1000 GeV 3.57 - 52X ∼4M
PYTHIA QCD µ enriched 1000 GeV< p̂T 0.774 - 52X ∼4M
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MW ′ No Selection Preselection
Quality Selection &

p
µ
T

/MET ∆φ(p
µ
T

,MET)
only 1 µ

0.3 TeV 1.58197·106 1.11·106 1.01·106 9.08·105 8.52·105

100% 70.1% 70.1% 63.9% 91.1% 57.4% 89.8% 53.8% 93.8%

0.5 TeV 2.32·105 1.84·105 1.68·105 1.56·105 1.5·105

100% 79.2% 79.2% 72.3% 91.3% 67.2% 92.8% 64.5% 96.1%

0.7 TeV 5.97·104 4.86·104 4.45·104 4.21·104 4.09·104

100% 81.5% 81.5% 74.5% 91.4% 70.6% 94.8% 68.5% 97.1%

0.9 TeV 2.05·104 1.66·104 1.53·104 1.46·104 1.42·104

100% 81.3% 81.3% 74.9% 92.1% 71.3% 95.2% 69.6% 97.7%

1.1 TeV 8.08·103 6.69·103 6.13·103 5.87·103 5.76·103

100% 82.7% 82.7% 75.8% 91.6% 72.7% 95.9% 71.3% 98.1%

1.3 TeV 3.52·103 2.89·103 2.66·103 2.57·103 2.52·103

100% 82.1% 82.1% 75.6% 92% 72.9% 96.5% 71.6% 98.1%

1.5 TeV 1.59·103 1.31·103 1.2·103 1.16·103 1.15·103

100% 82.1% 82.1% 75.2% 91.6% 72.9% 97% 72.1% 98.9%
1.7 TeV 750 611 564 547 541

100% 81.5% 81.5% 75.2% 92.3% 72.9% 96.9% 72.1% 98.8%
1.9 TeV 376 302 278 271 267

100% 80.4% 80.4% 74.1% 92.2% 72% 97.2% 71.1% 98.8%
2.0 TeV 266 212 196 189 187

100% 79.8% 79.8% 73.6% 92.2% 71.2% 96.8% 70.3% 98.7%
2.1 TeV 192 154 141 137 136

100% 80.3% 80.3% 73.8% 92% 71.7% 97.1% 70.8% 98.8%
2.2 TeV 139 110 102 98.3 96.8

100% 79.4% 79.4% 73.1% 92.2% 70.7% 96.7% 69.7% 98.5%
2.3 TeV 101 79.8 73.1 70.4 69.5

100% 78.6% 78.6% 72% 91.6% 69.4% 96.4% 68.5% 98.7%
2.4 TeV 74.8 58.4 53.5 51.7 51.1

100% 78.2% 78.2% 71.6% 91.6% 69.2% 96.6% 68.3% 98.7%
2.5 TeV 55.6 42.8 39.4 38 37.6

100% 77% 77% 70.9% 92.1% 68.4% 96.5% 67.5% 98.8%
2.6 TeV 42.5 32.4 29.8 28.7 28.3

100% 76.2% 76.2% 70% 91.8% 67.5% 96.5% 66.5% 98.5%
2.7 TeV 32 24.4 22.4 21.6 21.2

100% 76.1% 76.1% 70% 91.9% 67.3% 96.3% 66.1% 98.2%
2.8 TeV 24.8 18.7 17.1 16.4 16.1

100% 75.1% 75.1% 68.8% 91.6% 66% 95.9% 64.8% 98.2%
2.9 TeV 19.6 14.6 13.3 12.6 12.4

100% 74.4% 74.4% 67.8% 91.1% 64.6% 95.3% 63.3% 97.9%
3.0 TeV 15.7 11.5 10.5 10 9.77

100% 73.4% 73.4% 67% 91.4% 63.9% 95.3% 62.3% 97.6%
3.1 TeV 12.8 9.31 8.5 8.07 7.88

100% 72.5% 72.5% 66.2% 91.2% 62.9% 95% 61.3% 97.6%
3.2 TeV 10.6 7.61 6.97 6.62 6.45

100% 71.4% 71.4% 65.5% 91.7% 62.2% 94.9% 60.6% 97.4%
3.3 TeV 8.81 6.23 5.68 5.38 5.23

100% 70.8% 70.8% 64.5% 91.1% 61% 94.7% 59.4% 97.4%
3.4 TeV 7.51 5.32 4.86 4.59 4.45

100% 70.8% 70.8% 64.7% 91.3% 61.1% 94.4% 59.2% 97%
3.7 TeV 4.87 3.35 3.06 2.87 2.77

100% 68.7% 68.7% 62.8% 91.4% 58.9% 93.8% 56.8% 96.5%
4 TeV 3.45 2.32 2.12 1.99 1.91

100% 67.4% 67.4% 61.7% 91.4% 57.9% 93.8% 55.5% 96%

ΛCI No Selection Preselection
Quality Selection &

p
µ
T

/MET ∆φ(p
µ
T

,MET)
only 1 µ

3 TeV 5.59·103 4.8·103 4.42·103 4.33·103 4.29·103

100% 85.7% 85.7% 79.1% 92.2% 77.4% 97.8% 76.8% 99.2%

4 TeV 1.77·103 1.52·103 1.4·103 1.37·103 1.36·103

100% 85.7% 85.7% 79.1% 92.2% 77.4% 97.8% 76.8% 99.2%
5 TeV 726 622 574 562 557

100% 85.7% 85.7% 79.1% 92.2% 77.4% 97.8% 76.8% 99.2%
6 TeV 350 300 277 271 268

100% 85.7% 85.7% 79.1% 92.2% 77.4% 97.8% 76.8% 99.2%
7 TeV 189 162 150 146 145

100% 85.7% 85.7% 79.1% 92.2% 77.4% 97.8% 76.8% 99.2%
8 TeV 112 95.6 88.2 86.3 85.6

100% 85.7% 85.7% 79.1% 92.2% 77.4% 97.8% 76.8% 99.2%
9 TeV 69 59.1 54.5 53.4 53

100% 85.7% 85.7% 79.1% 92.2% 77.4% 97.8% 76.8% 99.2%
10 TeV 45.1 38.7 35.7 34.9 34.6

100% 85.7% 85.7% 79.1% 92.2% 77.4% 97.8% 76.8% 99.2%
11 TeV 30.9 26.5 24.4 23.9 23.7

100% 85.7% 85.7% 79.1% 92.2% 77.4% 97.8% 76.8% 99.2%
12 TeV 21.6 18.5 17.1 16.7 16.6

100% 85.7% 85.7% 79.1% 92.2% 77.4% 97.8% 76.8% 99.2%
13 TeV 16.3 14 12.9 12.6 12.5

100% 85.7% 85.7% 79.1% 92.2% 77.4% 97.8% 76.8% 99.2%

Table A.4.: Selection efficiencies and predicted event counts according to Lint = 10.3 fb−1

for the W ′ and CI signals. The left percentage corresponds to the remaining
events relative to the event number before all selections. The right percent-
age denotes the efficiency relative the the selection stage given before.
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[24] T. Sjöstrand, S. Mrenna and P. Z. Skands, “PYTHIA 6.4 Physics and Manual,”
JHEP 05 (2006) , arXiv:hep-ph/0603175.
http://arxiv.org/pdf/hep-ph/0603175v2.
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[93] A. Güth, “Analysis of W and Z production at
√
s=7 TeV with the CMS

detector,” diploma thesis, RWTH, 2011.

[94] The Muon Particle Object Group, “Reference muon momentum scale and
resolution. TWiki Website,” 2012. https:
//twiki.cern.ch/twiki/bin/viewauth/CMS/MuonReferenceResolution.

[95] CMS Collaboration, “Missing transverse energy performance of the CMS
detector,” JINST 6 no. 09, (2011) P09001.
http://stacks.iop.org/1748-0221/6/i=09/a=P09001.

[96] J. Heinrich, C. Blocker, J. Conway et al., “Interval estimation in the presence of
nuisance parameters. 1. Bayesian approach,” ArXiv Physics e-prints (Sept., 2004)
, arXiv:physics/0409129.

[97] J.-F. Schulte, “Search for heavy charged gauge bosons in the decay channel
W ′ → eν with CMS data,” Master’s thesis, RWTH, 2012.

[98] I. N. Bronstein et al., Taschenbuch der Mathematik. Verlag Harri Deutsch,
Frankfurt am Main, 6. ed., 2005.

[99] CMS Collaboration, “Search for High-Mass Resonances Decaying to Electron
Pairs in the CMS Experiment with 4.7 fb−1 of data,” CMS Analysis Note
AN-11-444 .

[100] P. Millet, “Private communication,” 2012.

99

https://twiki.cern.ch/twiki/bin/viewauth/CMS/PileupJSONFileforData#Calculating_Your_Pileup_Distribu
https://twiki.cern.ch/twiki/bin/viewauth/CMS/PileupJSONFileforData#Calculating_Your_Pileup_Distribu
http://en.wikipedia.org/wiki/Crystal_Ball_function
https://twiki.cern.ch/twiki/bin/view/CMS/MuonTagAndProbe
https://twiki.cern.ch/twiki/bin/viewauth/CMS/MuonReferenceEffs
https://indico.cern.ch/getFile.py/access?contribId=3&resId=0&materialId=slides&confId=214870
https://indico.cern.ch/getFile.py/access?contribId=3&resId=0&materialId=slides&confId=214870
https://twiki.cern.ch/twiki/bin/viewauth/CMS/MuonReferenceResolution
https://twiki.cern.ch/twiki/bin/viewauth/CMS/MuonReferenceResolution
http://stacks.iop.org/1748-0221/6/i=09/a=P09001
http://arxiv.org/abs/arXiv:physics/0409129
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