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Abstract

In 2009 the LHC 1 collider at the European center of particle physics CERN 2 will start op-
erations, colliding protons with a center of mass energy of up to 14 TeV. Designed as a large
multi purpose detector CMS 3 will then start taking collision data. CMS will perform precision
measurements within the Standard Model of particle physics and expand the search for new
physical phenomena into regions that have not yet been probed by previous experiments.
Many theories about what physics beyond the Standard Model at the TeV scale might look

like have been proposed. Together these models leave room for a broad spectrum of possible
experimental signatures that one might look for in the data.
Various analyses focus on processing the available information with the aim of finding evi-

dence for a specific model of choice. MUSiC as a Model Unspecific Search in CMS provides
a complementary approach by scanning the data for noteworthy deviations from the Standard
Model expectation while making only basic assumptions about the nature of new physics. This is
achieved by employing dedicated algorithms which evaluate several distributions within a num-
ber of specified event classes. Taking into account both statistical and systematic uncertainties
potential deviations are analyzed and quantified in terms of significance.
A more detailed description of the necessary analysis steps is presented in this work. Aspects

of event reconstruction and the processing of the data are outlined with a special focus on photon
selection. The search algorithms, which estimate significances by the application of p-values,
are explained and the treatment of systematic uncertainties is discussed. Statistical aspects of
the search algorithms are evaluated emphasizing the importance of coverage properties of the
employed p-values. Test scenarios with high energetic photons as a potential signature of new
physics are presented in order to demonstrate the functionality and operational reliability of the
chosen approach.

1Large Hadron Collider
2European Organization for Nuclear Research
3Compact Muon Solenoid

iii



Zusammenfassung

Noch im Verlauf dieses Jahres wird der LHC 4-Beschleuniger am CERN 5, dem europäischen
Forschungszentrum für Teilchenphysik, in Betrieb genommen werden und dann Protonen mit
einer Schwerpunktsenergie von bis zu 14 TeV zur Kollision bringen. Der CMS 6-Detektor ist
ein multifunktionaler Großdetektor, der dazu entwickelt wurde, anhand der aus den Kollisio-
nen gewonnenen Informationen Messungen im Rahmen des Standardmodells der Teilchenphysik
durchzuführen und gleichzeitig intensiv nach Signalen neuer Physik in Bereichen zu suchen, die
bislang experimentell nicht zugänglich waren.
Es existieren verschiedene Modelle darüber, wie Physik jenseits des Standardmodells im TeV-

Bereich aussehen könnte. Die Gesamtheit solcher Theorien bietet Raum für eine sehr große Zahl
möglicher Signaltypen in den vom CMS-Experiment aufgezeichneten Daten. Während verschie-
dene Einzelanalysen in möglichst effizienter Weise nach Hinweisen auf ein einzelnes Modell oder
bestimmte Parameterbereiche innerhalb eines Modelltyps fahnden, versucht MUSiC 7 als mo-
dellunabhängige Suche nach neuer Physik in CMS mit nur möglichst grundlegenden Annahmen
die Daten auf statistisch signifikantes Auftreten unbekannter Effekte hin zu analysieren. Dies ge-
schieht mit Hilfe von Suchalgorithmen die, basierend auf Kenntnissen über das Standardmodell,
Verteilungen innerhalb bestimmter Klassen von Ereignissen untersuchen und unter Berücksich-
tigung statistischer und systematischer Unsicherheiten auf Abweichungen hin überprüfen.
Konzept und geplante Durchführung des Projektes werden aus verschiedener Sichtweise er-

läutert. Es werden Aspekte der Rekonstruktion von physikalischen Objekten behandelt, wobei
hier ein besonderer Schwerpunkt auf der Selektion von Photonen liegt. Die verwendeten Suchal-
gorithmen, die Signifikanzen auf Basis der Berechnung von p-Werten bestimmen, werden vorge-
stellt. Auf die in die Analyse eingeschlossene Behandlung einzelner systematischer Unsicherheiten
wird dabei gesondert eingegangen. Es werden statistische Aspekte im Kontext des verwendeten
Suchalgorithmus behandelt, wobei insbesondere die coverage-Eigenschaften der verwendeten p-
Werte diskutiert werden. Testszenarien mit hochenergetischen Photonen als möglicher Signatur
neuer Physik werden vorgestellt um die Funktionalität des Ansatzes zu demonstrieren.

4Large Hadron Collider
5European Organization for Nuclear Research
6Compact Muon Solenoid
7Model Unspecific Search in CMS
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1 Introduction

Though the Standard Model of physics which describes the world in terms of interacting particle
fields provides today’s physicists with a highly successful theory, many fundamental questions
remain unanswered. On the one hand the “Higgs” boson, an important ingredient of the theory,
has not yet been discovered. On the other hand there are both experimental and theoretical
arguments suggesting that the Standard Model is certainly far from being a consistent theory of
everything. Some of the known problems and models that have been proposed to address them
include:

• There is convincing evidence from the interpretation of astrophysical data in terms of Ein-
stein’s theory of general relativity suggesting that our current knowledge of the universe
seems to be restricted to a small fraction of its energy content. It is found that in terms of
gravity a substantial part of the unknown energy seems to be interacting like the matter
we know but is non-baryonic and has so far eluded any direct observation in dedicated
experiments. Furthermore it is completely unknown in terms of non-gravitational inter-
actions. Several theories predict weakly interacting massive particles as the origin of this
“dark matter”.

• Some of the more abstract problems encountered in the Standard Model can be addressed
starting from the postulation of an additional symmetry between bosons (particles with
integer spin) and fermions (particles with half integer spin). The resulting “supersym-
metric” models create a highly complex theoretical playground including possibilities of
discovery at the LHC 1.

• It is an important feature of the Standard Model that it does not include gravity. At which
energy scale this shortcoming will start to be experimentally accessible is not clear but
there are theories which allow for observable effects at the TeV scale. Models with added
extra dimensions are one prominent example incorporating such possibilities.

• From today’s perspective the values of fundamental parameters like masses and charges
are found to be set to rather arbitrary values seemingly lacking any underlying principle.
Presuming that there is scientific value in arguments which might be considered to be of
mainly aesthetic origin one may conclude that this situation is somehow unsatisfactory.

Of course what can be said in few sentences is only capable of giving a superficial and highly
fragmentary impression of the many possibilities ahead of us, but should suffice to convey that
there is still a lot of undiscovered territory in particle physics. And indeed we are confronted
with a vast landscape of competing ideas and models for physics beyond the Standard Model
allowing for a large spectrum of conceivable experimental signatures. Of course one should also
leave room for the possibility that at very high energies nature might behave differently from
everything what physicists have been able to hypothesize.
After years of planning and construction the LHC will soon start operations and begin to

collide beams of protons with a center of mass energy of up to 14 TeV. The CMS 2 experiment
which is situated at one of the collision points will then contribute to new precision tests within
the realm of known physics and hopefully provide hints towards new physics beyond the scope

1Large Hadron Collider
2Compact Muon Solenoid
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of the Standard Model. Within the CMS project enormous amounts of data about potentially
interesting proton-proton collisions will be stored. On the basis of this data a multitude of
dedicated analyses will start to look for evidence of experimental signatures motivated by their
respective model of choice. It has been conjectured that the “entire mass of data would thus be
likely to be analyzed only in the particular way that addresses questions that they are concerned
with. It is certainly possible that there are many clues to Nature’s ways hidden in such data,
even if we do not properly read them yet” [1, page 1025].
While Roger Penrose was probably thinking in a somewhat different direction when formu-

lating this statement one should consider that the same state of technology that allows for an
automatized storage of massive amounts of data also provides the means for an automatized
approach to data analysis relying on the availability of high computational capacities. Hence
unexpected hints towards new physics do not necessarily need to be triggered by new ingenious
models. Instead they might be discovered by clever ways of systematically scanning large frac-
tions of the recorded data in order to find deviations from the expectations on the basis of the
Standard Model. Through the automation of many steps in this process it is possible to address
a range of possible signatures that is beyond what can reasonably be covered by dedicated anal-
yses. It is this idea of a “Model Unspecific Search” to aspects of which this work is dedicated.
The MUSiC 3 analysis [2] comprises the necessary efforts related to the realization of such a
model unspecific analysis in the context of the CMS experiment.
A first proposal of such a kind of search strategy has already been formulated in the context

of the L3 experiment [3]. Since then detectors at different collider experiments have conducted
model unspecific searches (e.g. [4] and [5], corresponding recent reports are presented in [6]
and [7]). Though some interesting deviations were found none of these efforts has resulted in
convincing evidence of physics beyond the Standard Model.
But at CMS the existing arguments for possible discoveries at the TeV scale combined with the

rather fuzzy expectations of what exactly should be looked for set the stage for an experimental
scenario which might be in favor of model unspecific enterprises.
It should also be mentioned that this is the first time that such a search strategy will be a

part of the analysis process within a large scale experiment right from the beginning of data
taking. During the challenging period of early data a broad scan for unexpected deviations
as conducted within the MUSiC framework may contribute to the global understanding of the
detector and help to understand aspects of the relation between event simulation and data. This
aspect is however not within the scope of what is discussed in the following chapters but has
been addressed in some detail elsewhere [2].
In order to arrive at a legitimate assessment of the significance of observed deviations a sound

evaluation of the statistical properties of the applied algorithms is indispensable. It is also crucial
to develop some understanding of potential shortcomings and pathological situations that might
either lead to an overestimation of significances or obfuscate potentially interesting effects. Thus
several topics related to statistical aspects are addressed in this work including coverage tests
for the applied p-values. A variation of the original search algorithm using a different estimator
of significance is discussed and tested. Subsequent to the necessary conceptual and practical
preparations simulated test scenarios are analyzed focusing on experimental signatures with
high energy photons. Signatures motivated by the theoretical frameworks of Gauge Mediated
Supersymmetry Breaking, Compositeness and Large Extra Dimensions are evaluated to provide
a proof of concept.

3Model Unspecific Search in CMS
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2 A Synopsis of the Standard Model of Particle
Physics

It is known that the Standard Model of particle physics, which is outlined in this chapter, cannot
provide a valid description of our universe at all energy scales. But up to now no unambiguous
deviations from the theory have been observed1. Accordingly, it is the Standard Model against
which any potential claim of “new physics” needs to be tested. Of course, this also holds true for
a model unspecific analysis approach. A selection of important concepts of the Standard Model
is outlined in the following sections (2.1 to 2.5). It should be mentioned that the presented
approach is not the only possibility to introduce the Standard Model2.
Each particle in a Quantum Field Theory corresponds to a (quantum) field. The particle

content of the Standard Model is summarized in figure 2.1. All particles can be subdivided into
fermions (half-integer spin) and bosons (integer spin). The fermionic content is given by three
families of quark and lepton fields ψ with spin 1

2 . Additionally there are gauge vector bosons Aµ,
which can be seen as force mediators, and a scalar field φ, the “Higgs” field, which is responsible
for the generation of mass terms.

u
up

2.4 MeV

⅔
½ c

charm

1.27 GeV

⅔
½ t

top

171.2 GeV 

⅔
½

d
down

4.8 MeV

-⅓

½ s
strange

104 MeV

½

-⅓ b
bottom

4.2 GeV

½

-⅓

νe
electron
neutrino

<2.2 eV

0

½ νμ
muon

neutrino

<0.17 MeV

0

½ ντ
tau

neutrino

<15.5 MeV 

0

½

e
electron

0.511 MeV

-1

½ μ
muon

105.7 MeV

½

-1 τ
tau

1.777 GeV

½

-1

γ
photon

0 

0

1

g
gluon

0

1

0

Z
091.2 GeV

0

1

Z Boson

W
±

80.4 GeV

1

± 1

W Bosons

mass→

spin→

charge→

Q
ua

rk
s

Le
pt

on
s

Three Generations 
of Matter (Fermions)

G
au

ge
 B

os
on

s 
(m

as
s 

st
at

es
) 

I II III

name→

H
ig

gs
 B

os
on

h
Higgs

?

0

0

Figure 2.1 Particle content of the Standard Model [10, modified version]

2.1 Gauge Field Theory
The concept of gauge invariance plays a crucial part in the construction of the Standard Model.
A Lagrangian can be used to define the particle content and the interactions of a quantum field
theory. In the following sections the strong and electroweak interactions of the Standard Model
are constructed by applying the principle of local gauge invariance to an initial Lagrangian.

1Here it is assumed that neutrino oscillations (see e.g. [8]) can be incorporated into the Standard Model and do
thus not pass for physics beyond the Standard Model.

2An alternative approach would be to use the path integral formalism (see e.g. [9]).
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2.1 Gauge Field Theory

In practice, one starts from the free fermion Lagrangian, which describes propagating fermions
without interactions. It is given by

L = ψ̄
(
i/∂ −m

)
ψ (2.1)

with ψ̄ = ψ†γ0 and /∂ = γµ∂
µ. This ansatz can be motivated by the resulting field equations for

ψ̄ which are the Dirac equation for ψ.
Now one considers unitary local gauge transformations U(x) of the form

ψ(x)→ ψ′(x) = U(x)ψ(x) . (2.2)

For a given symmetry group G with generators T a, U(X) is given by [11]

U = eiαa(x)Ta , a = 1 . . . N with
[
T a, T b

]
= ifabcT c , (2.3)

where fabc are structure constants of G. N is the number of degrees of freedom of the group.
If the generators T a commute, the gauge symmetry is called “Abelian”. Otherwise the gauge
symmetry is called “non-Abelian”. Now one requires L to be invariant under transformations
U(X). This criterion is not met by the free Lagrangian (2.1) but can be restored by replacing
∂µ with [12]

∂µ → Dµ = ∂µ − igAµ , Aµ = AaµT
a . (2.4)

Here we have introduced additional fields Aaµ. During the quantization of the theory these will
become the “gauge bosons” of the Standard Model which describe the electroweak and strong
interactions. If one fixes the transformation properties of Aaµ via

A′µ = UAµU
−1 − i

g
(∂µU)U−1 , (2.5)

the Lagrangian
L ′ = ψ̄

(
i /D−m

)
ψ (2.6)

is invariant under the transformations U(x). In this way the dynamics of the model is described
by the gauge fields Aaµ which are induced by the postulation of local gauge invariance with
respect to the group G. If one wants to describe the propagation of gauge fields, a kinetic term
of the form Lkin = 1/2 · tr {FµνFµν} needs to be added [12]. Including this term does not break
the gauge symmetry. The field strength tensor Fµν for the gauge fields is given by

Fµν = − i
g

[Dµ, Dν ] . (2.7)

The resulting full Lagrangian respecting the gauge symmetry is the gauge invariant “Yang-Mills”
Lagrangian

LYM = −1
2 tr {FµνF

µν}+ ψ̄
(
i /D −m

)
ψ . (2.8)

Lagrangians of the form LYM can be used to describe all electroweak and strong interactions
in the Standard Model. The corresponding gauge symmetries are SU(3)color,C for the strong
interactions (Quantum Chromodynamics) and SU(2)weak isospin,W ×U(1)hypercharge,Y for the elec-
troweak interactions. Hence the full gauge symmetry of the Standard Model is

SU(3)C × SU(2)W × U(1)Y . (2.9)

4



2.2 Theories with Quantized Fields

2.2 Theories with Quantized Fields
In section 2.1 it has been described how gauge symmetry can be used to introduce the interactions
of the strong and electroweak forces. However, the Lagrangian is defined in terms of classical
fields. If the model is meant to have characteristics of a quantum theory, the fields need to be
quantized. This can be achieved by elevating the classical fields to field operators. The field
operators are defined in terms of creation- and annihilation operators which act on the Fock
space of the model. For example a real scalar field is quantized via

φ̂(x) =
∫

d3k

(2π)32k0

[
â(k) ei~k ~x−ik0t + â†(k) e−i~k ~x+ik0t

]
(2.10)

with creation operators â†(k) (create particle with momentum k) and annihilation operators
â(k) (annihilate particle with momentum k). Details concerning the quantization of fields and
the formalism of creation and annihilation operators can be found, for example, in [13]. At
equal times one postulates canonical commutation relations for scalar fields χb and canonical
anticommutation relations for fermion fields χf :{

πf α(t, ~x), χf β(t, ~x ′)
}

= −iδαβδ3 (~x− ~x ′){
χf α(t, ~x), χf β(t, ~x ′)

}
=

{
πf α(t, ~x), πf β(t, ~x ′)

}
= 0[

πb(t, ~x), χb(t, ~x ′)
]

= −iδ3 (~x− ~x ′)[
χb(t, ~x), χb(t, ~x ′)

]
=

[
πb(t, ~x), πb(t, ~x ′)

]
= 0 (2.11)

with the canonical momentum
πα = ∂L

∂χ̇α
. (2.12)

The commutation relations are postulated in such a way that the important spin-statistics
theorem is a direct consequence.
In collider experiments one is interested in the cross sections of processes relating initial states

with n particles |p1, . . . , pn〉i to final states |p′1, . . . , p′m〉f with m particles. The respective cross
sections and decay widths are closely linked to the “S-matrix” which (in a somewhat simplified
notation) relates initial and final states via [11, 13]

Sfi = f
〈
p′1, . . . , p

′
m | p1, . . . , pn

〉
i = i

〈
p′1, . . . , p

′
m |S| p1, . . . , pn

〉
i

= (2π)4 δ4
(∑

f
p′f −

∑
i
pi

)
iM . (2.13)

Starting from the quantized fields and making use of the Wick theorem and the LSZ-formalism
(see e.g. [13, 14]) one can derive the Feynman rules which allow for a perturbative expansion
of the matrix element M in the coupling constant g of the gauge group. The strategy is to find
all possible Feynman diagrams up to a certain order in the coupling constant and to derive the
corresponding matrix element M with the help of the Feynman rules. Then one can calculate
cross sections and decay widths which are proportional to |Sfi|2 (or equivalently |M |2).
Unfortunately it turns out that for the quantum field theory describing the Standard Model

there are Feynman diagrams adding divergent contributions to M if one tries to calculate higher
order corrections. For the Standard Model the divergences can be balanced by the process of
“renormalization”. The idea is to isolate all divergent contributions and absorb them into a scale-
dependent redefinition of masses, charges and wave functions [12]. This is possible, because the
respective parameters in the Lagrangian are not observable [11]. Consequently, one arrives at
finite results for physical observables like cross sections. For a coupling constant g the running
of g in dependence on the scale parameter µ and a cutoff scale Λ is governed by its respective
beta function. The theory is “asymptotically free” if the beta function has an ultraviolet fixed

5



2.3 Quantum Chromodynamics

point meeting certain criteria. This implies that even if the value of the coupling constant is
large at low energies, there is a range of high energies for which one can calculate results in a
perturbative regime.
The Standard Model is a “renormalizable” quantum field theory as the procedure of renormal-

ization can be proven to work at all orders of perturbation theory. However, one may wonder
how fundamental this feature really is for the construction of sensible quantum field theories
(see e.g. [15]). Notably, all the specified models of physics beyond the Standard Model that are
discussed in chapter 3 are not renormalizable.

2.3 Quantum Chromodynamics
The gauge group (see section 2.1) describing the strong interactions of Quantum Chromody-
namics (QCD) is SU(3)C . The SU(3)C transformations act on fermion fields with an additional
color index. According to the gauge group one has to introduce eight gauge fields, the so-called
“gluons”, corresponding to the 32 − 1 = 8 generators of SU(3). The gluons have color charge
and do thus not only couple to the quarks, but also to themselves. This is a behavior that is
unique to quantum field theories with non-Abelian gauge symmetries. The fermions with the
additional degree of freedom related to color are the “quarks”. There are three generations of
quarks. Each generation contains two quarks which differ both in their electromagnetic charge
Q and their respective mass parameters. This results in the overall number of six quark “flavors”
(see figure 2.1). During strong interactions the color of quarks is changed, but the quark flavor
is kept invariant. QCD has the property of asymptotic freedom, which has been introduced in
section 2.2. This implies that the coupling constant decreases for high energies. However, QCD
is non-perturbative in the low energy regime.
Another important aspect of QCD is color confinement. Quarks and gluons cannot be ob-

served as single particles but are confined in colorless states with either two or three (valence)
quarks, the mesons and baryons. Though this property has not yet been rigorously proven, color
confinement is in agreement with all experimental results.
Direct observational evidence of the concept of color is for example given by the measurement

of the ratio between the hadronic cross section and the di-muon cross section at a e+ e− collider,
because at leading order one can use the relation

R = σ
(
e+ e− → hadrons

)
σ (e+ e− → µ+ µ−) = NC ·

∑
qwith

2mq<ECM

Q2
q . (2.14)

NC is the number of quark colors. The measurements are in good agreement with the Standard
Model assumption that NC = 3 (see e.g. [16]).

2.4 Electroweak Theory
In contrast to QCD, the electroweak theory is chiral. This means that electroweak interactions
differentiate between left- and right-handed fermions. The left- and right-handedness of fermions
is defined by the projection operators

PL = 1
2
(
1− γ5

)
and PR = 1

2
(
1 + γ5

)
. (2.15)

The gauge group of the electroweak model is SU(2)W × U(1)Y , where the respective quantum
numbers are given by the weak isospinW and the hypercharge Y . The Standard Model fermions
are arranged in SU(2)W singlets and doublets. Experimentally it is known that neutral current
interactions via a photon or massive Z boson couple both to right- and left-handed fermions
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2.5 Higgs Mechanism

and conserve flavor. On the other hand charged currents via the massive vector bosons W±
are flavor-changing but couple only to left-handed fermions. Phenomenological and symmetry
based considerations (see [11]) suggest to arrange the fermions of the first generation in SU(2)W
singlets and doublets as shown in equation (2.16).

qL =
(
uL
dL

)
lL =

(
νL
eL

)
uR dR eR (2.16)

Here right-handed neutrinos, which would be singlets both under SU(2)W and U(1)Y , have been
omitted. The other two generations are arranged in an analogous way. Now one introduces the
massless gauge bosons W a

µ and B. The covariant derivative Dµ is defined differently for left-
and right-handed fermions (e.g. [17]):

DµψL =
(
∂µ + i

2σ
aW a

µ + i

2g
′Y Bµ

)
ψL

DµψR =
(
∂µ + i

2g
′Y Bµ

)
ψR (2.17)

The coupling constants of SU(2)W and U(1)Y are g and g′. Here σa labels the Pauli matrices.
Because of the transformations (2.17) the electroweak model violates parity [17].
In order to achieve SU(2)W × U(1)Y gauge invariance for the chiral electroweak gauge symme-

try one has to omit the fermion mass terms in equation (2.1) (e.g. [18]). This issue is addressed
along with the masses of the vector bosons in section 2.5.

2.5 Higgs Mechanism
Electroweak physics as it has been introduced in section 2.4 describes fermions and vector bosons
without masses. This is in blatant conflict with observations and one needs to wonder how the
four electroweak gauge bosons relate to the observed massive vector bosons W±and Z and the
massless photon γ.
The missing mass terms in the Standard Model can be generated with the help of the “Higgs

mechanism”. One introduces an additional SU(2)W doublet in the form of a complex scalar field
φ with four degrees of freedom. Then an additional term

Lhiggs = (Dµφ)† (Dµφ) + µ2φ†φ− 1
2λ
(
φ†φ

)2
with µ2 > 0 (2.18)

is added to the Standard Model Lagrangian. The respective potential has a minimum at φ†φ =
v2 = µ2/λ. In order to use perturbative methods the field φ needs to be translated to a selected
minimum. This procedure is called spontaneous symmetry breaking. After symmetry breaking
three massless Goldstone bosons appear in the Lagrangian. One can eliminate these degrees of
freedom by applying appropriate gauge transformations (see e.g. [18]). Accordingly it is possible
to write φ in the unitary gauge given by

φ =
(

0
v + 1√

2h(x)

)
(2.19)

with a real scalar field h(x). With this choice one can rewrite Lhiggs and the real scalar field
h(x), the “Higgs boson”, is obtained with its self interactions and a contribution [11]

L ′
higgs = . . .

(
W 1
µ ,W

2
µ ,W

3
µ , Bµ

)
g2 0 0 0
0 g2 0 0
0 0 g2 gg′

0 0 gg′ g′2



W 1
µ

W 2
µ

W 3
µ

Bµ

 . (2.20)
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2.5 Higgs Mechanism

One can see that this expression introduces mass terms for the vector bosons of SU(2)W ×U(1)Y .
The matrix is of rank three with eigenvalues 0, g2, g2 and g2 + g′2. Thus the mass eigenstates
are combinations of the fields Wµ, W 2

µ , W 3
µ and Bµ which can be interpreted as the massless

photon, the two bosons W± of equal mass and the heavier Z boson.
While direct fermion mass terms are not invariant under electroweak gauge transformations

it is possible to introduce additional Yukawa couplings between the Higgs doublet and the
Standard Model fermions. These contributions can generate the fermion mass terms in the
process of symmetry breaking. The same Yukawa couplings also introduce the phenomenon of
quark flavor mixing in charged current interactions which is described by the CKM-matrix (see
e.g. [12]).

Concludingly, one can now write down the full Lagrangian LSM of the Standard Model before
symmetry breaking, which is

LSM = LYM,SU(3)C× SU(2)W×U(1)Y + Lhiggs + LYukawa . (2.21)
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3 Aspects of Physics beyond the Standard
Model

While the Standard Model is able to make predictions that have been verified with an impres-
sive level of accuracy, there are many open questions and theoretical difficulties like the ones
mentioned in section 1. A multitude of theories have been proposed to address such problems.
In the context of this work it is an important proof of concept to test the presented concept
of a model unspecific search with respect to some popular theories of beyond Standard Model
physics.
The models and ideas that are outlined in the following paragraphs correspond to the test

scenarios used in chapter 10. Here the focus is on signatures with one or more high pT
1

photons in the final state. The presented models have been selected because of the availability
of simulated events and due to their complementary signatures.
Each of the discussed theories is sufficiently sophisticated for being the subject of a large

amount of papers and textbooks. All of them are covered by dedicated analyses within the
CMS collaboration. Here it is only possible to introduce some basic ideas and concepts. The
important parameters for the benchmark scenarios in chapter 10 are introduced for each model.

3.1 Supersymmetric Models with Gauge Mediated Supersymmetry
Breaking

From today’s perspective the Poincaré algebra seems to reflect a fundamental symmetry of
nature. One may ask if for a relativistic quantum field theory the Poincaré group can be extended
in a non-trivial2 way. The Coleman-Mandula no-go theorem states that such an extension is not
possible with bosonic3 generators [19]. However one can consider additional fermionic generators
which change the spin of a state by 1/2, so that

Qα |bosonic state〉 = |fermionic state〉α (3.1)

and
Qα |fermionic state〉α = |bosonic state〉 . (3.2)

This kind of additional symmetry is called “Supersymmetry” (SUSY). Though it is discussed
to introduce N > 1 sets of operators Qa we will only consider the case N = 1. The extended
commutation relations of the Poincaré algebra are [19, (2.17) to (2.20)]

[Qα, P ρ] = 0{
Qα, Qβ̇

}
= 2 (σρ)αβ̇ Pρ

[Mρσ, Qα] = −i (σρσ) βα Qβ
{Qα, Qβ} =

{
Qα̇, Qβ̇

}
= 0 . (3.3)

1 transverse momentum (with respect to the beamline)
2with new generators that do not commute with the generators of the Poincaré algebra
3preserving the bosonic or fermionic nature of a state
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3.1 Supersymmetric Models with Gauge Mediated Supersymmetry Breaking

In these equations the Weyl spinor formalism is used in which four component spinors Ψ , Ψ̄
are replaced by

Ψ =
(
ψα
χ̄α̇

)
and Ψ̄ =

(
χα ψ̄α̇

)
. (3.4)

Correspondingly undotted (dotted) indices label left-handed (right-handed) Weyl spinors. For
a renormalizable supersymmetric extension of a four-dimensional field theory all particle fields
can be arranged in chiral and vector supermultiplets. Each of them has an equal number of
fermionic and bosonic degrees of freedom [20, pages 6-7]. While a chiral supermultiplet contains
a single spin-1/2 Weyl fermion ψ and two real scalars φ, a vector supermultiplet contains a spin-1
vector boson Aµ and a spin-1/2 Weyl fermion λ. All Standard Model fermions must reside in
chiral supermultiplets [20, page 7]. To include gravity one may add a supermultiplet featuring
a spin-2 field with a spin-3/2 superpartner4. The price for this is the loss of renormalizability.
Now it is the aim to construct a Lagrangian that respects the U(1) × SU(2) × SU(3) gauge

symmetries of the Standard Model but is also invariant under supersymmetry transformations.
A general ansatz for a corresponding Lagrangian density is (see [20, page 25])

L = Lchiral (ψ, φ) + Lvector (Aµ, λ)

−
√

2g (φ∗T aψ)λa −
√

2gλ†a
(
ψ†T aφ

)
+ g (φ∗T aφ)Da . (3.5)

T a, a = 1 . . . n labels the n generators of the gauge group. Da are gauge auxiliary fields. In this
concise notation the indices labeling the multiplicity of the fields have been partially suppressed.
Obviously the notation of Lchiral and Lvector are rather symbolic as those terms also contain
the hermitian conjugate fields and partial derivatives. A derivation of equation (3.5) and the
expansions of the terms Lchiral and Lvector can be found in [20]. The term Lchiral can be
written with the help of the “superpotential” W , which is an analytic function of the scalar
fields φi and plays an important part in the definition of supersymmetric models.
One of the main arguments supporting the credibility of supersymmetric theories is that they

can present an elegant solution to the so-called “hierarchy problem”. The hierarchy problem is
related to the quadratic divergences of the one-loop corrections to the higgs mass. Those turn
out to be higher than the mass term −µ2 of the higgs boson on tree level by many orders of
magnitude, if we chose the cut-off parameter Λ at the scale of the Planck mass. Consequently
getting back to a phenomenologically viable scale of the effective higgs mass parameter at one-
loop level would require an excessive amount of finetuning for −µ2. A more detailed discussion
of the hierachy problem and how it is addressed by SUSY theories can for example be found in
[21].

MSSM

The Minimal Supersymmetric Standard Model (MSSM) contains the smallest number of super-
multiplets that is consistent with the particle content of the Standard Model and respects the
gauge symmetries of the Standard Model. To obtain masses for all quarks and leptons it is
necessary to introduce two higgs chiral supermultiplets [22, page 22]. Once one has chosen the
gauge group and the particle content of the supersymmetric theory the only remaining freedom
remains in the choice of the superpotential W [19, page 23].
Some results in the context of supersymmetry can be expressed more elegantly in a formalism

in which the particle fields are degrees of freedom of mathematical objects commonly known
as “superfields”, which closely correspond to the respective supermultiplets (see e.g. [19] for
an introduction). The particle content and the necessary notation for the MSSM superfields is
given in table (3.1). If one requires R-parity, which will be described in the next paragraph, the

4this is a necessary extension for models in which supersymmetry is elevated to a local symmetry
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3.1 Supersymmetric Models with Gauge Mediated Supersymmetry Breaking

superfield particle spin superpartner spin
Q quark (uL, dL) 1

2 squark
(
ũL, d̃L

)
0

ū quark u†R
1
2 squark ũ†R 0

d̄ quark d†R
1
2 squark d̃†R 0

L lepton (ν, eL) 1
2 slepton (ν̃, ẽL) 0

ē lepton e†R
1
2 slepton ẽ†R 0

Hu higgs
(
H+
u , H

0
u

)
0 higgsino

(
H̃+
u , H̃

0
u

)
1
2

Hd higgs
(
H0
d , H

−
d

)
0 higgsino

(
H̃0
d , H̃

−
d

)
1
2

gluon g 1 gluino g̃ 1
2

W-bosons W± , W 0 1 winos W̃± , W̃ 0 1
2

B-boson B 1 bino B̃ 1
2

Table 3.1 The particle content of the MSSM. Each chiral supermultiplets containing quarks
and leptons represents three family specific supermultiplets

superpotential of the MSSM can be parametrized as given in [20, page 30]. R-parity is a discrete
symmetry related to a multiplicative conserved quantum number PR which can be defined for
each particle via

PR = (−1)3(B−L)+2s , (3.6)

where L and B label the lepton and baryon number and s is the spin. Postulating R-parity has
several important consequences:

• R-parity eliminates terms in the MSSM superpotential that violate the conservation of
lepton or baryon number. Such terms are strongly restricted by experimental bounds (e.g.
the lower limit on the lifetime of the proton of > 1029 years5 [23]).

• The lightest supersymmetric particle (LSP) is stable. In the case of a neutral LSP this
results in a potential dark matter candidate.

• Sparticles6 decay in chains that result in a state with an odd number of LSPs.

• Only an even number of sparticles can be created in the interaction of Standard Model
particles (e.g. in parton interactions during proton-proton collision at the LHC 7).

Supersymmetry Breaking

Supersymmetry implies that the masses of the Standard Model particles are equal to those
of their respective superpartners. Hence supersymmetry needs to be broken if we want to
explain why supersymmetric particles have not yet been observed. In the process of breaking
supersymmetry one would certainly like to keep the important asset of solving the hierarchy
problem. This restricts the possible form of the SUSY breaking terms that can be added to the
MSSM Langrangian. Terms that maintain the cancellation of quadratic divergencies are called
“soft” (e.g. [22]). A general parametrization of MSSM soft SUSY breaking terms respecting
R-parity is for example given in [22, eq. (61)].
After introducing supersymmetry in this way one remains with a high number of parameters.

In order to build a viable theory the parameters need to follow several rules for which there seems
to be no convincing justification. As this is clearly not a satisfactory situation one is looking

5mode dependent limits may be even more restrictive
6supersymmetric partners of the Standard Model particles
7Large Hadron Collider (see chapter 4)
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3.1 Supersymmetric Models with Gauge Mediated Supersymmetry Breaking

for underlying principles presenting a convincing mechanism of “spontaneous superymmetry
breaking”. Spontaneous supersymmetry breaking implies that though the Lagrangian respects
supersymmetry SUSY is broken in the ground state. This means that Q†α |0〉 6= 0 and Q†α̇ |0〉 6= 0
[20, page 47]. Several competing mechanisms of spontaneous superymmetry are under discussion.
One of them is “gauge mediated supersymmetry breaking” (GMSB).
It should be mentioned that, after generating the full mass spectrum in the context of elec-

troweak symmetry breaking through the MSSM version of the Higgs mechanism, the mass
eigenstates do not correspond to the gauge eigenstates. For example the two neutral higginos,
the bino B̃ and the neutral wino W̃ 0 mix to form the four neutralino mass eigenstates χ0

1, χ0
2,

χ0
3 and χ0

4 (in the order of increasing mass) [22].

GMSB

In the following paragraphs we consider a scenario with an additional supermultiplet containing
the graviton and the gravitino and local supersymmetry.
It seems to turn out that for an appealing explanation of spontaneous SUSY breaking one

needs to add a “secluded sector” with a number of additional superfields. The fields in the
secluded sector have no renormalizable tree level couplings with the “visible sector” [24]. The
visible sector contains all standard particles and their supersymmetric partners. In models with
gauge mediated SUSY breaking (GMSB) the breaking of supersymmetry in the secluded sector
is communicated to the visible sector by a number of chiral superfields that form the “messenger
sector”. These messenger fields couple to the visible sector through the usual Standard Model
U(1) × SU(2) × SU(3) gauge interactions [20, page 53]. As the messenger fields also couple to
the original SUSY breaking in the secluded sector they can relay the breaking to the visible
sector. In this kind of setup the mass splittings between the particles and superpartners in the
visible sector are the result of higher order corrections involving the gauge interactions between
the visible sector and the messenger fields [24, page 10].
In GMSB scenarios the gravitino is the lightest supersymmetric particle (LSP). For the mini-

mal R-parity conserving GMSB model (see [25]) that is used for benchmark scenarios in section
10 there are six remaining free parameters [26]:
Mm characterizes the mass scale of the messenger fields introduced by the SUSY breaking

mechanism.

Λ = Fm/Mm is related to the masses of the MSSM superpartners. Together with Mm the
parameter Fm determines the vacuum expectation value of the superfield X in the hidden
sector.

Nm fixes the number of generations for the messenger fields. For N = 1 the lightest neutralino
χ̃0

1 tends to be the NLSP 8.

tan β =
〈
H0
u

〉
/
〈
H0
d

〉
is the ratio of the vacuum expectation values of the higgs fields H0

u and
H0
d .

signµ labels the sign of the mass parameter of the higgs fields in the MSSM superpotential.

Cgrav = F0/Fm in which F0 is related to the scale of supersmmetry breaking is related to the
mass of the gravitino and the lifetime of the NLSP [26, pages 23-24].

mG̃ ≈ Cgrav ·
(√

MmΛ
100TeV

)2

· 2.4 eV (3.7)

c τNLSP ≈ C2
grav ·

(100GeV
mNLSP

)
·
(
Mm

Λ

)2
· 10−5 m (3.8)

8next to lightest supersymmetric particle
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3.2 Excited Muons

3.2 Excited Muons
The Standard Model of particle physics does not give an explanation of the number of fermion
generations. It does also not predict mass parameters or mixing angles. One can try to address
these issues by postulating that there is a substructure for the Standard Model fermions. This
idea usually runs under the name of “compositeness” (e.g. [27]) 9. The particles building the
substructure of the Standard Model fermions are called “preons”. It might be argued that such
an approach is in some way analogous to explaining the complicated mass patterns of mesons
and baryons by describing these particles as bound states of quarks.
Models with composite leptons imply the possibility of excited lepton states. The respective

Standard Model lepton would then correspond to the ground state of the bound preon system.
Here it is assumed that the excited lepton state f∗ has spin and weak isopsin of 1/2.
Without any detailed idea of the the underlying preon dynamics one tries to estimate ob-

servable effects with the help of effective interactions. At energies below the compositeness
scale Λ the assumed new strong interactions between preons can be described with an effective
Lagrangian. It describes the exchange of heavy resonances [28] with a four-fermion contact
interaction of the form [29]

Lcontact = g2
∗

2Λ2 jµj
µ . (3.9)

Obviously the scale of compositeness Λ is an important free parameter of the model. We choose
g2
∗ = 4π. It can be argued that g2

∗ ≈ 4π is necessary for a self-consistent model [28]. Neglecting
right handed currents and setting specific factors for each term to one we can write the current
jµ of the contact interaction as [29]

jµ = f̄LγµfL + f̄∗Lγµf
∗
L + f̄∗LγµfL + +f̄Lγµf∗L + h.c. . (3.10)

Here fL = (νf f−)TL and f∗L =
(
ν∗f f

∗−
)T
L
are lefthanded isodoublets for the fermion states.

One can also model gauge interactions resulting in vertices which couple the excited fermion
to a gauge boson and a ground state fermion. The respective effective Lagrangian for the case
of excited leptons is [30]

Ltrans = 1
2Λ f̄

∗
Rσ

µν
[
gf
~τ

2
~Wµν + g′f ′

Y

2 Bµν
]
fL + h.c. (3.11)

Wµν and Bµν are the SU(2) and U(1) field strength tensors. Y is the weak hypercharge and ~τ
summarizes the SU(2) structure constants [27]. g and g′ are the electroweak gauge couplings.
It has been argued that one might expect the parameters fs, f and f ′ to be of order 1 [29].
If the description of processes via contact interactions as outlined in the context of equation

3.9 is valid it is possible to neglect the influence of gauge interactions on the production of
excited leptons [27]. The cross section for the production of single excited muons at a center of
mass energy

√
ŝ in a qq̄ → ll̄∗ , l̄l∗ process via contact interaction is given by [29]

σ̂
(
qq̄ → ll̄∗ , l̄l∗

)
= π

6 · ŝ

(
ŝ

Λ2

)2 (
1 + ν

3

)(
1− m2

l∗

ŝ

)2(
1 + m2

l∗

ŝ

)
(3.12)

with ν =
(
ŝ−m2

l∗
)
/
(
ŝ+m2

l∗
)
.

In chapter 10 benchmark scenarios with mµ∗ = 0.4TeV and mµ∗ = 1TeV are evaluated at a
compositeness scale of Λ = 6.0TeV. These scenarios are beyond the reach of current exclusion
limits [31, 32]. In the following paragraph the decay mechanism of the excited muon is discussed
in the context of the considered benchmark scenarios.

9One might also discuss a substructure for the Standard Model bosons, but such models have less appeal (see
[28]).
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3.3 Large Extra Dimensions

For Λ = 6TeV and the selected masses mµ∗ the most important contribution to the total
decay width of the excited muon is due to gauge interactions (see [27, table 1]). The partial
decay widths for f∗ → fγ and f∗ → fV with V = W,Z are [29]

Γ (f∗ → fγ) = α

4 f
2
γ

m3
f∗

Λ2 (3.13)

Γ (f∗ → fV ) = g2
V

32πf
2
V

m3
f∗

Λ2

(
1− m2

V

m2
f∗

)(
2 + m2

V

m2
f∗

)
(3.14)

wherein T3 denotes the third component of the weak isospin of f∗ and

fγ = fT3 + f ′
Y

2 , fW = f√
2

,

fZ = fT3 cos2 θW − f ′
Y

2 sin2 θW ,

gW =
√

4πα
sin θW

, gZ = gW
cos θW

.

3.3 Large Extra Dimensions
Standard Model physics is based on the Lorentz spacetime with coordinates xµ and metric gµν ,
including 3 spacial dimensions. Extending the four-dimensional spacetime with nED additional
spacial dimensions has been noticed as an interesting concept since Kaluza and Klein proposed
to unify gravity and electromagnetism in a theory with one compact10 toroidal extra dimension
y. In the approach of Kaluza and Klein one starts from a five-dimensional generalization of the
Einstein-Hilbert action of four-dimensional gravity

S = M3
∗

2

∫
d4xdy

√
g5R5 (3.15)

with the determinant of the metric gnED = det (gMN ), M,N = 1 . . . 4 + nED and the five-
dimensional Ricci scalar R5 (see [33, page 12]). Expanding gMN in harmonics with respect to
the y coordinate with radius L and using a convenient parametrization for the zero mode g0

MN ,
one can derive the four dimensional action of the zero mode fields [34]

Szero mode,4d = M3
∗πL

∫
d4x
√
g4

(
R4 (g4)− 1

2∂µφ∂
µφ− 1

4e
−
√

3φFµνF
µν
)

. (3.16)

In this equation, which has been derived from the single compact Lagrangian (3.15), the last
term can be identified with the action of electromagnetism and the first term with the action
of general relativity. Thus, it can be motivated by equation (3.16) that theories with extra
dimensions can lead to interesting results and might be worth further investigation. Matching
the definition of the four-dimensional Einstein-Hilbert action with (3.16) one arrives at

M3
∗ = M2

Pl

2πL (3.17)

The Planck massMPl is defined asMPl = 1/
√
GN ≈ 1.2 ·1019 GeV, where GN is the gravitational

constant. However, the outlined original approach by Kaluza and Klein introduces several
problems including the emergence of the gravitationally coupled scalar field φ (see [35]).
For gravity with nED compact toroidal extra dimensions one can start from the 4 + nED

generalization of (3.15)

Sgrav = MnED+2
∗

2

∫
dx4+nED√g4+nEDR4+nED . (3.18)

10curled up and thus of finite size
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3.3 Large Extra Dimensions

Then integrating out the extra dimensions the generalized 4+nED-dimensional version of (3.17)
reads as (e.g. [35])

MnED+2
∗ = M2

Pl

(2πL)nED . (3.19)

Equation (3.19) implies that in a theory with extra dimensions the fundamental Planck scaleM∗
can be much lower than MPl. In theories with extra dimensions a reduced Planck scale implies
that one would expect a change in the inverse square law of gravity near to the corresponding
length scale L [35].
Consider a reduced Planck scale ofM∗ ∼ 1TeV. Then L ∼ 1011 m for nED = 1, which is clearly

excluded. But already for nED = 2 one arrives at values of L ∼ 10−4 m. Hence scenarios with
nED = 2 are close to the exclusion limits of current experiments which test the inverse square
law of the gravitational force [36]. The case nED ≥ 3 is not restricted by such measurements.
Since gravity in 4 + nED dimensions with M∗ ∼ 1TeV leads to scenarios with L � 1/MPl such
extra dimensions are usually called “large”.
If one sets M∗ ∼ 1TeV then in some way this can be seen as a solution to the hierarchy

problem (see section 3.1). But it is argued that the problem is only shifted towards the question
of why the extra dimensions should have the appropriate size [33].
Assuming extra dimensions one can consider the possibility that the four-dimensional world,

as it is described for sufficiently low energies by the Standard Model, is realized as a surface
(a “brane”) in a higher dimensional spacetime (the “bulk”) [34]. The theoretical challenge in
constructing such “braneworld” models is to localize the Standard Model gauge fields on the
brane and to explain the four-dimensional gravity.
The “ADD” model [37] combines the idea of introducing nED compactified toroidal dimensions

of size L with the concept of physics on branes [34, page 10]. It should be mentioned that the
resulting model is not renormalizable and can therefore only be used as an effective low energy
theory (e.g. [33]). Making some simplifying assumptions [35] one can write down the ADD
action as

SADD = Sgrav + Sbrane , (3.20)

where the Standard Model is confined to a three-brane in the 4 + nED-dimensional bulk [35].
For Sbrane one can write [33]

S =
∫
d4x
√
gLSM (ĝµν , φ,A, ψ, . . .) (3.21)

with the induced metric [38]

ĝµν = gMN (X (x)) ∂µXM∂νXN . (3.22)

Here XM are the coordinates of the 4 + nED-dimensional spacetime and xµ the coordinates in
which the brane is parametrized.
Following the calculations in [33] one can expand LSM around the flat induced metric

SSM = S0 + Sint =
∫
d4x {LSM (gµν , φ,A, ψ, . . .)}+

∫
d4x

 δSSM
δĝµν

∣∣∣∣∣
ĝµν=gµν

1
M

n
2 +1
∗

hµν (x)


(3.23)

Interpreting hµν as the graviton field of superimposed Kaluza Klein modes [33] and expressing
Sint in terms of the energy-momentum tensor of the Standard Model

Tµν = 1
√
g
· δSSM
δĝµν

∣∣∣∣∣
ĝµν=gµν

, (3.24)
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one finds the linear coupling of the graviton to Tµν . This implies that the graviton couples to
the energy content of the Standard Model. From equation (3.23) one can derive the Feynman
rules for diagrams involving the graviton [39].
Apart from searching for direct graviton production another conceivable signature at collider

experiments is given by virtual graviton exchange [35]. As the graviton couples to quarks and
photons one possibility is to look for a diphoton signal. Such a kind of signature is used as a
test scenario in chapter 10. However, because of the small energy spacing of adjacent Kaluza
Klein modes of about 1meV− 100MeV [40] one does not expect to observe single Kaluza Klein
resonances, but rather a continuous excess of diphoton events at high energies.
An interesting aspect of virtual graviton exchange is that cross sections and energy spectrum

are not only related to the reduced Planck scale M∗,ADD ∼ 1TeV but also to the cutoff scale
Mf of the ADD model. While it seems natural to assume that M∗,ADD ≈ Mf [40], in principle
those two scales can differ, since we have no knowledge of the nature of quantum gravity [35].
Thus, depending onMf , virtual graviton exchange may provide the clearest signal of ADD extra
dimensions.
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4 The LHC Collider

The main design goal of the LHC machine is to provide two colliding beams with 7 TeV protons
at an instantaneous luminosity L̇ of up to 10−34 cm−2s−1. For an interaction process with given
cross section σ the luminosity is linked to the rate of interactions by equation (4.1)

Ṅ = L̇ · σ . (4.1)

The LHC is designed as a synchrotron collider. After previous acceleration steps bunches of
protons are injected into the main ring at already ultrarelativistic energies of 450 GeV. There
are two beamlines in which protons circle in opposite directions. Due to the restricted space in
the LHC tunnel an innovative layout has been chosen in which the beam lines lie close to each
other and can thus share important parts of the infrastructure. The distance between bunches
corresponds to a separation of 25 ns. Consequently the inverse of this time interval defines the
frequency of bunch crossings at the interaction points of 40MHz. As the overall length of the
LHC ring is close to 26.7 km there are up to about 2800 proton bunches per beam direction.
Each bunch contains about 1.1 · 1011 protons.
The Lorentz force implies that the energy of protons with a velocity close to c contained in a

ring of given circumference can be estimated by equation (4.2, in SI units) [41].

E = Q · c
2π

∮
~B × d~l (4.2)

There are also straight beam segments within the tunnel and apart from the bending magnets
additional components need to be included to keep the beam focused. Consequently, the effective
radius of the ring is reduced. The global geometric setup dictates that magnetic fields of about
B = 8.4T are needed to reach the design goal of Ep = 7TeV. The beam energy corresponds to
a center of mass energy for the proton proton collisions of

√
s = 14TeV.

Only by the use of superconducting magnets the necessary field strength can be realized while
keeping the energy consumption under control. The LHC dipole magnets (see figure 4) which are
used for the bending of the beam use NbTi as superconductive material. They are cooled down
to an operating temperature of 1.9K. This extremely low temperature is necessary to ensure
superconductivity at the needed current densities but leads to a reduced heat capacity making
the superconducting cable potentially vulnerable to quenching effects1. The cooling liquid is
super fluid helium.
Without additional magnet components proton-proton interactions in each bunch would rapidly

defocus the beam. To counteract this and other effects related to the complex field of LHC beam
optics special quadrupole magnets have been designed. With respect to a plane perpendicular
to the beam line such components can only focus in one direction while defocussing in the or-
thogonal direction. Thus magnets with a rotated arrangement of the poles need to be positioned
at a sufficiently close distance to result in an overall focusing of the proton beam [41]. There
are several additional magnet types including components which help to correct for higher mul-
tipole moments. A summarizing list of the superconducting magnet types and their respective
numbers in the LHC setup can be found in [42].

1local loss of superconductivity for example caused by a material region with increased temperature due to non-
compensated energy absorption. The increased resistance can then cause a global loss of superconductivity in
the material.
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Figure 4.1 Snapshot showing the LHC detector sites and the current status of LHC cooling on
June 25 2009 [43]. The shading of the CMS site has been added.

It will take about one hour to ramp the injected proton bunches up to the final energy level.
Then the LHC can be kept in operation for roughly 10 hours. By then the beam quality
has degraded to a level requiring a new injection cycle. Special magnets are used to focus
the opposing beams at the interaction point. This causes a heightened luminosity because
the effective area A, which characterizes the beam profile and is inversely proportional to the
luminosity, is decreased. The dependency of L̇ on the beam parameters is presented in equation
(4.3) being stated similarly in [42].

L̇ ∝
N2
pnbγfr

A
(4.3)

Here Np is the number of protons per bunch, nb the number of bunches and fr the revolution
frequency. γ = E/m is the relativistic factor and A characterizes the beam profiles and their
intersection at the collision point. Incoming bunches from opposite directions interact even
before reaching the nominal interaction region. This leads to destabilizing effects on the proton
beams. To reduce the resulting problems the beams are brought to collision at a slight angle.
This implies a reduction factor F for the luminosity which can be absorbed into the effective
area A. By integrating L̇ over a time interval one receives the integrated luminosity L in units
of 1/distance2.
During a period after start up in 2009/2010 it is planned to run with a reduced luminosity

and a center of mass energy of 10TeV. All related results which are presented in this work are
based on this scenario.
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Figure 4.2 Schematic of an LHC superconducting dipole magnet [43]
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5 The CMS Experiment

The CMS experiment has been designed as a multi purpose detector. The experimental setup is
centered around one of the interaction points of the LHC proton-proton collider (section 4). The
compact design of the CMS detector, in which a large fraction of the active detector components
is contained within the 4 Tesla field of the CMS solenoidal magnet, provides high hermeticity
close to the ideal angular coverage of 4π. Tracking detectors and calorimetry enable CMS to
cover an extensive physics program ranging from precision measurements within the Standard
Model to searches for physics beyond the Standard Model at the TeV scale. The overall shape
of the detector is roughly cylindrical with a length of about 22m and a diameter of about 14m,
weighing about 12500 t. In the order of increasing radial distance from the interaction point the
main detector components comprise the following subdetectors (see also figure 5.2):

1. The inner tracking system is used for the identification and track measurement of
charged particles.

2. The electromagnetic calorimeter provides energy measurements. Electrons and pho-
tons deposit almost all of their energy in this subdetector.

3. Typically the interactions of hadronic jets imply that most of their energy is deposited
after transversing more material than given by the electromagnetic calorimeter. The main
energy component of these objects is measured with the hadronic calorimeter.

4. The muon system identifies high energetic muons which can not be confined within the
CMS experiment and measures their tracks and respective momenta.

Section (5.1) shortly addresses the influence of the detector on measured event rates and in-
troduces the main coordinates which are used in the CMS experiment. Those coordinates are
also referred to in the context of object reconstruction and data analysis. The following sections
discuss the mentioned subdetectors and the CMS magnet. Additionally some basic performance
parameters are covered. The underlying detection principles are mentioned but not explained
in greater detail. The interested reader may be referred to [44] and [45] for detailed discussions
concerning the physics of particle detection. The chapter concludes with a short section about
the Level 1 trigger stage.

5.1 Measured Event Rates and CMS Coordinate System
Though the initial rate for an interaction process of interest is given by equation (4.1), the
experimental setup introduces constraints on acceptance and reconstruction efficiencies of the
produced particles. Here a “process” needs not to be directly linked to events from a closely
restricted set of Feynman diagrams but can also refer to the collective set of events featuring
objects fulfilling a certain set of criteria as is for example the case in the presented approach of
a model unspecific search. There are also contributions from other processes falsely identified
as being associated to the process of interest. In this case a more realistic description of the
resulting event rates may be given by equation (5.1) in which i refers to the different contributing
processes and j labels additional efficiency factors for each process.

Ṅ ∝
∑
i

L · σi
∏
j

εij (5.1)
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5.1 Measured Event Rates and CMS Coordinate System

The coordinates which are mainly used for the global description of the detector components
are z , r , φ and η (see figure 5.1).

inwards x

upwards y

beam axis z

Φ
η r

Figure 5.1 The CMS coordinate system

The z coordinate describes the distance from the nominal interaction point along the beam axis.
The nominal interaction point is defined to be the origin of the CMS coordinate system. The
positive range of the z axis points into the counter-clockwise direction if seen from the surface
level. The radius r defines the distance between a coordinate point and the z-axis. φ and η fix
the polar angles with respect to the nominal interaction point. Starting at zero for the direction
pointing radially inwards with respect to the LHC collider ring the azimuthal coordinate φ
defines the angular direction orthogonal to the beam pipe. The remaining polar angle θ is zero
when pointing towards the surface with positive values towards +z and negative values towards
-z. In most cases the pseudo rapidity η is stated instead of θ. The coordinate transformation
between θ and η is given by equation (5.2).

η = − ln
[
tan

(
θ

2

)]
(5.2)

In the ultra relativistic limit (where particle masses can be neglected) the pseudo rapidity η can
be used to define a quantity ∆η = η2 − η1 for two objects with coordinates η1 and η2, which is
invariant with respect to Lorentz boosts into the z direction. For ultra relativistic particles the
pseudo rapidity is equal to the rapidity ψ. As defined with respect to the z direction ψ is given
by equation (5.3) where vz is the speed of the particle into the z direction and c the speed of
light (see e.g. [46, page 12]).

tanhψ = vz
c

(5.3)

The rapidity as defined in (5.3) is additive with respect to successive Lorentz boosts into the
z direction. Hence, differences in rapidity ψ are invariant under such transformations. This
property can be of interest for the analysis of events, as for parton-parton interactions within
the proton the centre of mass frame is related to the the zero momentum frame of the detector
by a boost into the z direction1. The graphical depiction of the coordinate directions is given in
figure 5.1.
A frequently encountered measure of distance is given by

∆R =
√

(∆η)2 + (∆φ)2 . (5.4)

It is often used in the the context of defining suitable isolation criteria for reconstructed objects.

1the small momentum imbalance in the plane orthogonal to z can be neglected in most situations
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5.2 Electromagnetic Calorimeter
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Figure 5.2 The CMS Detector [47]

5.2 Electromagnetic Calorimeter
The electromagnetic calorimeter (ECAL) is partitioned into a barrel section in the region |η| <
1.48 and two endcaps covering a range up to 3.0 in |η|. The main task of this detector component
is to allow for a high quality measurement of the energy and direction of incoming photons and
electrons. Figure 5.3 shows the main components including the “preshower detector” which is
installed in front of the endcap regions.

Crystals in a
supermodule

Preshower

Supercrystals

Modules

Preshower

End-cap crystals

Dee

Figure 5.3 Main components of the electromagnetic calorimeter [47]

Both in barrel and endcaps scintillating PbWO4 crystals are used as detection material. This
type of material was chosen because of its short radiation length X0 = 0.89 cm (For electrons
X0 is the length in which the energy of an ensemble of high energetic electrons is reduced to
1/e of the original value. For photons X0 is the length in which the intensity of an ensemble of
high energetic photons is reduced to 1/e7/9 of the original value. [48]) and small Molière radius
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5.2 Electromagnetic Calorimeter

RM = 2.19 cm (a measure of the width of an electromagnetic shower in the material). The
crystals are sufficiently radiation-hard to ensure operation on a long timescale.
The barrel component consists of 61200 crystals granting a fine granularity that allows for a

good separation between showers with closely aligned axes. With respect to the beam line the
crystal front faces are positioned at a radius of 1.29m. Each crystal has a depth of 230mm
corresponding to 25.8X0. Overall there are 17 geometrically distinct types of crystals covering
angular intervals in η × φ of 0.0174 × 0.0174 [49]. In order to prevent photons and electrons
from having an angle of incidence corresponding to the line of intersection between adjacent
crystals the components are aligned in a quasi-projective geometry tilting the crystals with
respect to the nominal interaction point at an angle of about 3 ◦ both in η and φ [47]. This
reduces the probability of electromagnetic showers with substantial energy deposits that are
not measured due to cracks between crystals. Groups of 5 × 5 crystals are combined into a
supercrystal corresponding to a trigger tower for the L1 trigger stage. All barrel crystals are
comprised into 36 supermodules. The supermodules are arranged into two cylindrical structures
respectively covering the barrel range for η > 0 and η < 0. Thus each of the 36 supermodules
covers an interval ∆φ = 20 ◦. Extending in η each supermodule has a substructure of four
modules. This implies an overall number of eight modules in η for any fixed value of φ [50, page
26]. To detect the photons from the scintillating material two semiconductor based avalanche
photodiodes (APDs) are used per barrel crystal.
The endcaps feature a number of 2 × 7324 crystals which are arranged in two D shaped

structures (Dees) for each endcap. The detection material is the same as in the barrel section
but there is just one position independent crystal shape with a depth of 220mm corresponding
to 24.7X0. To increase hermeticity the mounting features angles between 2 ◦ and 8 ◦ with
respect to the nominal interaction point. The angular coverage of a crystal varies between
0.0175 × 0.0175 and 0.05 × 0.05 [50]. For the purpose of photodetection vacuum phototriodes
(VPTs) are employed which are more radiation hard than the avalanche photodiodes and thus
better suited for the higher doses in the endcap regions.
As the signal response of those components is very temperature sensitive it needs to be noted

that the temperature of the crystals and photodetectors of the ECAL is kept constant within
±0.05 ◦C [47, page 93]. The nominal value for operation of the ECAL is 18 ◦C.
In the endcap region the “preshower detector” is installed as an additional detector component.

It is placed in front of the ECAL crystals. The preshower detector consists of two lead layers with
a material thickness of 2X0 for the first layer and 1X0 for the second. Both of them are covered
by silicon strip detectors with an active area of 61mm × 61mm subdivided into 32 strips [47].
The orientation of strips is orthogonal for the two layers. Thus a two dimensional resolution can
be achieved. The main goal of the preshower detector is an improved discrimination between
π0 mesons decaying into two photons and direct photon production by measuring differences in
the respective typical shower shapes [51]. The preshower detector also allows for an improved
position measurement of photons and electrons.
The expected energy resolution as a function of the incoming photon or electron can be

parametrized as shown in equation (5.5) [47, page 116]. The equation can only be applied to
particle energies lower than 500 GeV, since the influence of rear leakage included in parameter
C is more prominent for higher energies.

σE
E

=

√√√√( S√
E/GeV

)2

+
(

N

E/GeV

)2
+ C2 ; S,N,C const. (5.5)

The “stochastic term” S summarizes contributions from lateral shower containment, photo-
statistics and uncertainties on the energy absorption in the preshower detector for the endcap
regions. The “noise term” N covers those uncertainties whose absolute values do not vary with
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5.3 Hadronic Calorimeter

the energy comprising influences from electronics, digitization and pileup2. The “constant term”
C includes the non uniformity of light collection within the crystal and rear leakage for energies
below 500 GeV. Some of the mentioned contributions like the lateral shower containment will
obviously show a dependency on the shower position in η and φ. A representative set of values
as presented in [47, page 120] may be given by S = 0.028 , N = 0.12 and C = 0.003. The
resulting energy dependent resolution as calculated in [49] is displayed in figure 5.4.
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Figure 5.4 Expected energy resolution in the electromagnetic calorimeter [49]. The term la-
beled “intrinsic” includes shower containment and constant contributions. [50]

5.3 Hadronic Calorimeter
As for a given material the typical interaction length λI (a material dependent measure3 of
the distance in which a fraction 1/e of an ensemble of incoming hadronic particles features
no inelastic interaction (e.g. [16, page 44]) of hadronic components is much higher than the
radiation length X0 an additional calorimeter is installed behind the ECAL detector and in the
forward regions of the detector in order to measure the energy and position of hadronic jets.
This “hadronic calorimeter” (HCAL) comprises several subcomponents being described in the
following paragraphs. For the jet energies encountered at LHC energies a full shower containment
within active material can not be achieved. Hence, the HCAL is built as a sampling calorimeter
with alternating layers of scintillators and additional absorber material. The HCAL components
within the CMS magnet extend from R = 1.77m to R = 2.95m. The HCAL outer detector is
the only HCAL component mounted outside of the CMS solenoid (see figure 5.5).

HCAL Barrel

The barrel section covering a range up to |η| = 1.3 is separated into two half barrels respectively
covering the positive or the negative range in η. Most absorber layers are made of cartridge
brass [47]. The scintillation material is given by plastic scintillator tiles. They are read out
with the help of wavelength shifting fibers. The 16 absorption layers (including front- and
backplate) are arranged in wedge-shaped components. Each wedge covers an angle of 20 ◦
in φ . A staggered arrangement between layers ensures that there is no direction with only

2here: energy deposits from other overlapping proton-proton interactions
3usually stated in terms of g/cm2 which of course can be transformed into a corresponding length by dividing
by the respective material density
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5.3 Hadronic Calorimeter

HCAL endcapHCAL barrel HCAL outer HCAL forward

η

Figure 5.5 A cross section sketching one quadrant of the CMS detector in the η-z plane [47,
page 123 (changed labels and added contours for the HCAL components)]. The η
coordinate is indicated by the dashed lines.

dead material. Trays equipped with scintillator tiles are inserted between the absorption layers,
starting from a scintillator layer directly behind the ECAL [52]. The optical readout is organized
by integrating the signal from radially extending “towers”.
Overall there are 36 (φ) times 16 (η) towers corresponding to a granularity of (∆η,∆φ) =

(0.087, 0.087) [47, page 123]. Depending on η the material thickness of a tower can vary between
five and eleven interaction lengths.

HCAL Outer

In order to improve the measurement of lately developing and high energetic jets in the central
region, which would otherwise be the region of the calorimeter with lowest λI , there is an
additional HCAL component in the region |η| < 1.3. It consists of five rings of scintillation
detectors at a radius of about 4 meters using the CMS magnet as additional absorber material.
For the central ring covering the range around η = 0 there are two scintillation layers mounted
on front and back of a 20 cm thick plate of iron. The other rings feature just one layer of
detection material. Except for the transition region between barrel and endcaps the minimum
interaction length is thus increased to λI = 11.8 [47, page 138]. In order to build combined
towers the scintillator tiles are arranged in a way roughly corresponding to the HCAL barrel
design. Again the photodetection is improved by the use of wavelength shifting fibers. For the
readout several fibers are combined via optical connectors.

HCAL Endcap

The general setup of the two HCAL endcap calorimeters is similar to the design of the barrel
section. The hadronic endcap calorimeter covers the range of η between 1.3 and 3.0. Again a
staggered geometry is used to arrange the subsequent layers of absorption material (cartridge
brass) and scintillating plastic tiles within wedge-shaped structures.
There is a collective readout for those tiles that are pooled into an HCAL tower. The 14 (η)

times 16 (φ) endcap towers correspond to a granularity of (∆η,∆φ) = (0.087, 0.087) for |η| < 1.6
and about (∆η,∆φ) = (0.17, 0.17) for |η| > 1.6 [47, page 133].
The most outwards towers of HCAL endcap and barrel regions are overlapping in order to

improve hermeticity and to increase the effective radiation length in these transition regions.
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5.4 Superconducting Magnet

HCAL Forward

The front faces of the HCAL forward detectors are situated on each side of the detector at a dis-
tance of 11.2m from the nominal interaction point. They surround the beam pipe starting from
a radius of 12.5 cm, featuring an overall cylindrical shape which is embedded in a multilayered
radiation shielding. The range in η extends from about 3.0 to 5.2. As in this region the expected
particle fluxes (> 1010 Hz, [53]) and radiation doses (≈ 10MGy, [47]) are much higher than the
respective values that need to be expected for the other HCAL components, a more radiation
hard technology had to be employed. The general layout is that of a sampling calorimeter. But
instead of scintillating tiles polymer clad quartz fibers are used as active material. Because of the
Cherenkov effect4 spreading particle showers create light in the detection fibers. The fibers run
parallel to the beam pipe. Half of the fibers have a 22 cm offset with respect to the plane where
the other fibers start. This particular design allows for separation power between hadronically
induced showers, and showers originating from photons and electrons, which develop earlier.
The readout fibers are bundled into towers of about (∆η,∆φ) = (0.175, 0.175) [page 146][47].

Apart from measuring energy and position of jets the HCAL is also indispensable for the deter-
mination of missing transversal energy (MET) due to particles non- or only weakly interacting
in the CMS detector. The specified requirement for the HCAL energy resolution can be roughly
summarized by equation (5.6).

σE
E

=

√√√√( 1.2√
E/GeV

)2

+ 0.052 (5.6)

This design goal can indeed be achieved within a high magnetic field, as has been demonstrated
with the help of test beam setups [54].

5.4 Superconducting Magnet
High magnetic fields are needed within the CMS experimental setup to allow for a momentum
measurement of charged particles in the tracker and muon system (see sections 5.5 and 5.6).
The CMS superconducting magnet is designed as a solenoid with four layers of superconducting
(NbTi) cable with 542 turns per layer. [55]. The cable is embedded into a reinforcing structure
of pure aluminium and aluminium alloy. This makes the conductor coil self sustained against
the pressure and deformation exerted by the magnetomotive force during operation. In order
to reach the critical temperature for superconductivity the “cold mass” is cooled with liquid
helium. The length of the coil is 12.5m with an inner radius of ri ≈ 3.2m and an outer radius of
ro ≈ 3.5m. This makes it possible to install not only the tracker but also the main parts of the
CMS calorimeters within the coil. Otherwise the performance of the calorimeters would suffer
from the material budget of the magnet.
Rod ties support the magnet coil from different directions. The coil is positioned within

a vacuum tank to achieve the necessary thermal insulation. The CMS magnet can induce a
homogeneous magnetic field of up to 4T in the region of the interaction point. The operation
value is set to 3.8T which is applied to all event simulations used in this work.
Outside the coil the magnetic flux is returned through a 10000 t iron yoke. Hosting large

fractions of the CMS muon system the yoke features a complex geometry. As can be seen in
figure 5.2 the yoke is segmented into five barrel wheels and two endcap discs.

4 Cherenkov light is emitted when a charged particle crosses a material in which the effective velocity of light is
lower than the velocity of the transversing particle (see e.g. [44, chapter 3] ).
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5.5 Inner Tracking System

5.5 Inner Tracking System
The task of the CMS tracker is to reconstruct the trajectories of passing charged particles with
transverse momentum pT > 1GeV in a range of approximately up to |η| = 2.5. The CMS tracker
allows for a precise measurement of the transverse momentum as the trajectories of the charged
particles are bent in the ≈ 3.8T magnetic field of the CMS magnet. All tracking components
rely on silicon based semiconductor technology [56]. They provide fast readout and a radiation
hardness up to the challenge of an operation period of up to ten years with an acceptable loss in
efficiency. To reduce the radiation damage and to prevent problems due to “thermal runaway”
(see [57, page 40] for a description of this effect) the tracker is cooled down to a temperature of
about −10 ◦C. During the lifetime of the detector this temperature needs to be lowered down to
−27 ◦C. The cooling system uses liquid C4F16. An exact alignment of the subcomponents of the
tracking system is indispensable for an exact reconstruction of particle trajectories resulting in a
high resolution for the track parameters. A precise mounting of detector components and a laser
alignment system are important inputs for the alignment, which can then be complemented by
an analysis of reference data [58].
Due to converting photons, multiple scattering and other material interactions, including the

important effect of bremsstrahlung for electrons, the particle identification quality of the track
reconstruction is reduced with an increasing amount of material that is encountered by a particle
transversing the CMS tracker. Additionally, these effects hamper a clean energy measurement
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Figure 5.6 Expected material budget of the CMS tracker in units ofX0 broken down to different
contributions as a function of η [47]

in the ECAL system for both photons and electrons. Thus the requirement of a highly granular
multi layered tracking system with active cooling needs to be brought in agreement with the
requirement of an acceptable material budget of the track detector. In figure 5.6 the material
budget is presented in terms of the radiation length5 X0 as a function of η. The transverse
momentum resolution of the tracker can roughly be parameterized as given by equation (5.7)
where the linear term can be explained by the decreasing bending within the magnetic field for
higher pT . The constant term is caused by multiple scattering (e.g. [59]). In addition to these
effects the resolution decreases further if the object looses a significant amount of energy via

5see section 5.2 for a definition of X0

27



5.5 Inner Tracking System

bremsstrahlung. For values of pT < 10GeV the resolution is expected to be better than 1 %
while the decrease in relative resolution with pT is approximately 0.2TeV−1 · pT [60].

σ (pT )
pT

=
√(

(a · pT )2 + b2
)

(5.7)

The tracking system is subdivided into a silicon strip detector and an embedded silicon pixel
detector. The pixel detector is the detector component that is closest to the nominal collision
point and encircles the beam pipe in the region of the expected primary vertex. A cross-section
of the tracker layout is presented in figure 5.7.
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Figure 5.7 Schematic cross-section through the CMS tracker. Inner lines indicate tracker mod-
ules. Double lines present two sided modules with stereo layers. In the sections with
strip detectors the lines also correctly indicate the main strip direction [47, page 31
(changed labels of components and resized labeling of coordinates)].

5.5.1 Pixel Detector
The CMS pixel detector has a cylindrical shape with three pixel layers at radii r of 4.4 cm ,
7.3 cm and 10.2 cm and two disk segments at z = ±34.5 cm and z = ±46.5 cm. In this way a
range in η of up to 2.5 is covered by the pixel detector though the pixel coverage is reduced
for higher values of η as can be seen in figure 5.8. Each pixel covers an area of 100 × 150µm2

ensuring a good resolution both in the r-φ plane and the z direction. Altogether there are
about 66 million pixels and corresponding readout channels. Hence the active area is roughly
1m2. The Lorentz drift spreads the created charges perpendicular to the magnetic field of the
CMS solenoid. This results in a distribution of the overall charge over a range of several pixel
elements. Accordingly, the detector resolution can be improved by interpolating with respect
to the “charge sharing” between pixels. As a side effect this method has a positive influence on
the noise rejection [47]. In order to utilize charge sharing also in the disk segments of the pixel
detector the sensor elements are tilted by 20◦ with respect to the nominal axis of incidence,
resulting in a turbine-like arrangement [61]. The achieved spatial resolution in φ and z for the
barrel and respectively φ and r for the disks is about 15 to 20µm. In the barrel section the
pixels are arranged on modules with 8 or 16 read out chips per module. Each of these read out
chips corresponds to an array of 52 × 80 pixels. In the forward pixel detector read out chips
are arranged on “plaquettes” of differing size. The plaquettes are combined to twelve panels for
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5.6 Muon System

each of the two pixel layers [47]. The fine granularity of the CMS silicon based pixel detector
is important for a successful track seeding and a reliable reconstruction of secondary vertices.
Furthermore the granularity is crucial to keep the expected pixel occupancy per bunch crossing
at the LHC design luminosity of 10−34 cm−2s−1 below 1 %. Figure 5.8 presents a measure of the
pixel coverage as a function of η.
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Figure 5.8 Efficiency of receiving at least two hits in the pixel detector as a function of the
pseudorapidity η [47]

5.5.2 Silicon Strip Tracker
The strip detector can be subdivided into several components [47]. Overall there are 15 differing
sensor geometries. Each sensor comprises 512 or 768 detection strips arranged in 15148 detector
modules supporting one or two sensor elements. The active area of the silicon strip detector
sums up to 198m2 containing about 9.3 million detection strips. The strip pitch varies from
80µm in the inner layers of the inner barrels to 184µm in parts of the tracker endcaps.
The strip direction in the tracker inner barrel and the tracker outer barrel provides r−φ

measurements (see figure 5.7). Extending from z = −700mm to z = 700mm the tracker inner
barrel hosts four roughly equidistant detection layers of cylindrical shape. They surround the
beam pipe at radii ranging from r = 255mm to r = 498mm. The tracker outer barrel covers
the range |z| < 1090mm with six detection layers between r = 608mm and r = 1080mm.
The tracking system is completed by the tracker inner disks and the tracker endcaps with
strips providing measurements in z-φ. The inner disks contain three detection layers which
are mounted on each side of the inner barrel. They are contained in the coordinate range of
200mm < r < 500mm and 800mm < |z| < 900mm. Each of the tracker endcaps on each side
of the tracker outer barrel contains nine disks equipped with sensors positioned in the range of
220mm < r < 1135mm and 1240mm < |z| < 2800mm.
Both for barrel and disk sensors the position of the track along the direction of the strips

needs to be measured to allow for a good resolution of all track parameters. Thus some of the
layers are equipped with a double sided sensor arrangement (see figure 5.7). The strips in the
two sublayers of these “stereo layers” have a stereo angle of 100mrad. By matching between the
corresponding strips the missing coordinate can be recovered if a transversing particle causes
hits in both sublayers.

5.6 Muon System
The CMS muon system is designed to identify muons and measure their respective momenta.
Due to its time resolution in the order of several nanoseconds it also plays an important role in the
CMS trigger scheme (see section 5.7). The system has three basic types of detector components,
which are all based on the effect of charge amplification in a gas of suitable composition filling
a volume with an electric field of sufficient strength. The charge amplification is triggered by
ionized molecules which are caused by particles transversing the detection material (e.g. [62]).
Due to the design of the CMS magnet yoke, muon detectors can be mounted not only on the
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5.6 Muon System

front and back but also in recessed spaces within the yoke structure. Drift Tube (DT) and
Resistive Plate Chamber (RPC) detectors are employed in the five barrel wheels. The detection
components in the four roughly disk shaped endcap detection layers are Cathode Strip Chambers
(CSC) and again RPCs. The basic arrangement of the muon system components is presented
in figure 5.9.
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Figure 5.9 Cross section showing one quarter of the CMS detector with highlighted positions
of muon system components. The DT stations (blue) can be seen in the barrel
region. The CSC components are indicated in the endcaps (green). Attached RPCs
are not shown separately. ([47], modified)

If the muon momentum is lower than 300GeV the momentum resolution without the inclusion
of additional information from the inner tracker is expected to be better than 10 % [47]. An
exception to this rule of thumb are intersection regions that are not fully covered by the muon
detector. The reachable performance in this energy range is mainly limited by multiple scatter-
ing. For 1 TeV muons the resolution is reduced to 15 % − 40 % [63]. This is due to the influence
of bremsstrahlung which increasingly degrades the detector peformance for energies higher than
100GeV and also because of the limited resolution of measured track coordinates. Combining
track information from the inner tracker and the muon system is expected to decrease this un-
certainty to values below 5 % in a momentum range of up to 1TeV. An optical alignment system
using laser beams and LEDs controls the position of the muon detector components with respect
to each other and as related to the position of the inner tracker. In this way all positions can
be measured with a presicision of less than several hundred micrometers.

5.6.1 Drift Tubes
The drift tube (DT) detectors are mounted in the barrel section of the CMS detector. There
are four detector stations. Each of them corresponds to a detection layer of roughly cylindrical
shape. In the z direction the barrel is intersected into five wheels which are subdivided into
twelve sectors in φ. Most sectors comprise one DT chamber for each of the four stations6. The
Drift Tube systems covers the range |η| < 1.2. The range |η| < 0.8 is covered by all four drift
tube stations.
The basic detection unit in a Drift Tube chamber is the 42mm × 13mm drift cell with a

length of about 2.5m [64]. A gold plated stainless steel wire is stretched in its center . The wire

6Due to technical reasons, a few of the sectors in the outermost stations feature two DT chambers which are
mounted side by side [47].
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provides the anode which is operated at a voltage of about 3.6 kV. The cathode strips are made
of 11.5mm wide aluminium. It is set to a voltage of about −1.2 kV. Two field shaping electrodes
(field strips) of 16mm wide aluminium tape operating at about 1.8 kV are inserted. This allows
for a linear relation between the signal time and the distance between the transversing muon
and the anode wire. The geometric setup of the mentioned components and the resulting field
configuration is shown in figure 5.10. The drift cells are filled with an Ar/CO2 gas mixture.

Figure 5.10 Field shaping components and field configuration in a DT drift cell for an external
field of Bradial = 0.8T [65].

The basic substructure of each chamber is the DT superlayer. Each superlayer contains four
layers of drift tubes in parallel arrangement. Layers are staggered by half a cell to avoid directions
of continuous intersection material. Chambers in the outermost station are equipped with two
superlayers with cells running in the z direction. Accordingly, both superlayers provide position
measurements in r−φ. The chambers in the other stations feature an additional third superlayer
with drift cells which are orthogonal to those in the other superlayers. This allows for a dedicated
measurement of the z position.

5.6.2 Cathode Strip Chambers
The Cathode Strip Chambers (CSCs) are designed as multiwire proportional chambers of trape-
zoidal shape. Each chamber covers an angle of about ∆φ = 10◦ to 20◦. In |η| a range of up
to 2.4 is covered with at least three chambers. In the region 0.9 < |η| < 1.2 muons can be
measured with both the CSC and the DT systems. In order to ensure a continuous coverage
in φ most chambers have some overlap with neighboring chambers in the respective layer [47].
Each chamber features several subsequent panels. In the panel intersections wires are stretched
perpendicular to the r direction. An exception is the innermost disk of chambers. In these
chambers the wires are tilted at an angle of 29◦ in φ. This compensates for the effects due to
the high magnetic field in this region which would otherwise cause a complicated charge spread
that is not diagonal to the cathode strips.
Cathode strips running at a constant angle φ are milled on one of the two panels opposing each

wire layer. The strips have a pitch varying between 8.4mm and 16mm. Neighbouring strips
have a distance of about 0.5mm. The CSCs are filled with a mixture of Ar, CO2 and CF4.
They are operated at a gas gain of about 7 · 104 corresponding to a voltage of 3.6 kV. A typical
charge avalanche caused by a transversing muon is spread over several strips which allows for a
high position resolution based on the method of charge interpolation. The combination of wires
and cathode strips allows for measurements in the r − φ plane with a precision in the order of
100µm.

5.6.3 Resistive Plate Chambers
Resistive Plate Chamber (RPC) based muon detectors are employed as a complementary de-
tection system both in barrel and endcaps. The CMS RPC chambers are built as double gap
chambers operating in avalanche mode. In the barrel region there are two layers of planar rect-
angular RPC chambers for each of the inner stations. They are fixed to the front and back plane
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of the Drift Tube chambers. There is one additional layer for each of the outer two stations
which is attached to the front of the respective DT chambers. Each chamber covers a position
dependent area of roughly 3 − 4m2. The endcap RPCs are of planar trapezoidal shape. The
inner RPCs in the endcap regions are mounted in front of the magnet yoke disk which is closest
to the interaction point. Further layers are attached to the back of this inner disk and to the
front of the third disk. The endcap RPCs are overlapping in φ to avoid unequipped material
intersections between neighboring chambers. In |η| a range of up to 1.6 is covered with RPCs.
Within an RPC chamber a transversing muon may produce charge avalanches in two gas

layers (96.2% R134a (C2H2F4), 3.5% iC4H10, 0.3% SF6 plus water vapour [47]) of about 2mm
depth. The gas layers are confined between highly resistive graphite coated plates. The faster
electron component of the avalanches from both gaps is collected on the middle plane which is
separating the gaps. Aluminum strips within this middle plane sum the signal from both gaps.
They are read out separately. In order to perform pT measurements strips in the barrel RPCs
run in the z direction, while RPC strips in the endcaps run into the r direction at constant φ.
The Resistive Plate Chambers have a time resolution which is considerably shorter than the

nominal 25ns bunch spacing [66]. Thus they can be used to achieve a redundant bunch crossing
identification and provide an additional fast and independent trigger. Though the precision of
a complementary pT measurement by the RPCs is not as high as for the DT or CSC system the
RPCs can contribute to a global measurement and help to resolve ambiguities between tracks.

5.7 Trigger and Data Acquisition
For a 25ns bunch crossing frequency at the full LHC luminosity the amount of processing power
and storage capabilities that would be needed to store the full amount of data taken by the CMS
detector is far beyond what is possible to realize. The task of the Level 1 (L1) trigger [67] is to
reduce the rate of events to below 100 kHz. This frequency corresponds to the capacity of the
next steps of data processing. The trigger criteria are designed to filter out the most interesting
events for further analysis. To avoid dead time the Level-1 trigger needs to be capable of
performing a trigger decision at the rate of the bunch crossing. The readout of the detector
response and the transmission and trigger evaluation of the signal can not be conducted within
25ns. Therefore the information corresponding to up to 128 bunch crossings needs to be stored
locally. This implies a maximum time frame of 3.2µs until the Level-1 decision triggers the full
readout or the rejection of the event data. Thus only fast and efficient algorithms can be used
for the Level-1 trigger. Physics requirements include triggers for single objects and multi object
triggers with programmable algorithmic procedures and adjustable thresholds for parameters like
transverse momenta or isolation requirements. This is necessary in order to balance the relatively
large uncertainties on the cross sections and branching ratios of proton-proton interactions at
the collision energies provided by the LHC. To meet all of these requirements a complex and
custom made system of electronics has been implemented. It combines information from the
CMS calorimetry and the muon system to achieve the necessary amount of data reduction while
keeping the physically most promising events. It should be emphasized that the inner tracking
system is currently not part of the Level-1 trigger scheme7.
The L1 Muon Trigger combines the information about hits in the Drift Tubes and Cathode

Strip Chambers (see section 5.6) into a collection of track candidates. The information is com-
plemented by the evaluation of the strip signal being provided by the Resitive Plate Chambers
(see section 5.6.3). The best track candidates are forwarded to the Global Trigger stage. The
Calorimeter Trigger provides information about those local energy deposits which are most likely
corresponding to interesting physics objects. A sketch of the complete Level-1 trigger scheme is

7this might change during future updates of the CMS experiment [68]
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shown in figure 5.11. The final L1 trigger decision is determined at the Global trigger stage. It
is based on the combined input from calorimetry and muon system.
The data is then transfered to a computer farm at which High Level Triggers (HLTs) reduce

the rate to about 100Hz [69]. All events passing at least one of the HLT criteria are stored
permanently for the purpose of further analysis.
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Figure 5.11 The global concept of the CMS Level-1 trigger [67]
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6 Software and Analysis Framework
Most modern analyses in experimental particle physics utilize an extended framework of software
tools. Only those tools which are of the most direct importance in order to understand the
content of this work are covered in the following sections. For example, any details concerning
the various generator tools that are used to picture the physics of the proton-proton collision at
the LHC had to be omitted for brevity’s sake. The following sections introduce MUSiC (Model
Unspecific Search for New Physics in CMS) and discuss the application of software packages
and Grid computing within the analysis framework

6.1 CMSSW
CMSSW is the umbrella term for the simulation and reconstruction software used in the CMS
experiment. The software package also includes the necessary interfacing with related software
components like for example GEANT [70] or event generators like Sherpa [71]. The main parts
of the source code are written in C++. Code modules and input/output are channeled and
controlled via python based configuration files which are executed by the cmsRun binary.
During simulation and reconstruction the events pass several formats which comprise a selec-

tion of the data collections that have been produced up to the respective step. At some points
within this work it is referred to these different formats. The corresponding basic functional
chain both for data taken by the detector and event simulation is summarized in figure 6.1. The
main parts of the CMSSW related results were implemented in the 2.2.X branch. The used
event samples from the official production were largely produced with the CMSSW components
that were the standard during Summer08 and Fall08 production.
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Figure 6.1 Main data formats for data from the CMS detector and event simulation (depiction
of the detector from [72])

6.1.1 PAT
Since the introduction of the 2.X version CMSSW contains a newly added component called
Physics Analysis Toolkit (PAT) [73]. A main feature of the PAT layer is to provide data
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collections for important analysis objects, which are clean and easy to use. The idea is to bridge
the existing gaps between the needs of experts for the reconstruction of the various physics
objects, and the interests of those users who are working on “high level” analyses [74]. Hence
the basic output from various algorithms is reprocessed in order to achieve a higher level of
transparency and accessibility for the non-specialist. The steps which are performed at PAT
layer 0 include matching between different objects, and a reorganization of information and
references. In a next step the layer 0 output is stored in the data collections of PAT layer 1. It
is important to note that the PAT cleaning steps can be customized according to the needs of
a specific analysis. In a rather loose sense can PAT layer 1 be thought of as a standard data
format.
In the course of this work the analysis was migrated to CMSSW 2.X. The Physics Analysis

Toolkit is now fully embedded into the MUSiC workflow. Concerning the matching algorithms
this allowed for some valuable crosschecks between private code and PAT Tools.

6.2 Application of Grid Computing
The CMS experiment will store data in the order of Pbytes per year. Additionally the large scale
production of simulated events will easily add hundreds of Tbyte to this number. A completely
central storage of all datasets at a single site would be difficult to achieve and also not sensible
with respect to data safety. Apart from the requirements in terms of data storage a high amount
of computing power is needed for event reconstruction and data analysis.
In order to meet these computational challenges the computing resources associated to the

CMS experiment are incorporated into a Grid structure. Important characteristics of a Grid are
a decentralized resource coordination, standardized open source protocols and the provision of
quality of service [75, page 8]. The infrastructure of the CMS computing grid is based on an
association of resource providing institutions with so-called “tiers”. Tasks like data storage are
coordinated between the different CMS tiers. Details about this structure can be found in [76].
Within the CMS collaboration Grid computing allows for the sharing of resources between

users. The shared resources can encompass computing power, storage and services (e.g. soft-
ware). One effect of this is a more efficient usage of computing elements. As the output of
typical analysis steps is by orders of magnitude smaller than the datasets on which one needs
to run, it would be extremely inefficient to transfer complete data sets to every user. With the
help of the CMS grid jobs can be executed at those sites where the necessary data is already
available. If not much external data is required, the distribution of analysis steps to a number
of parallelized grid jobs can still be useful to accelerate the analysis.
In the MUSiC analysis (see section 6.6) the CMS grid infrastructure is used to access remote

data (see section 6.3) and to achieve a parallelized execution of the event selection and the search
algorithm.

6.3 CRAB
The CMS Remote Analysis Builder (CRAB) [77] is a Python based tool which has been developed
within the CMS collaboration to provide a user friendly framework for the submission of CMSSW
based grid jobs. CRAB automatizes the process of data localization and handles the preparation
and submission of jobs. The user defines tasks in the form of CMSSW configuration files and
can choose from several options.
The use of the CRAB analysis server provides extended features. For the user an improved

job management and monitoring is one of the advantages [78].
In the context of this work CRAB has mainly been used to access sets of simulated events at

various remote sites. This is necessary for the collection of data that is needed as an input for
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the MUSiC analysis. The job output is given by files in the pxlio1 format, which are sufficiently
small for local storage.

6.4 PXL
The C++ based PXL (Physics eXtension Library) classes [79] provide a data container which
has been tailor made for the needs of collider experiments in particle physics. The pxl::Event
and pxl::Particle classes [80] come up as natural objects to which most of the relevant data in
the context of a high level analysis at CMS can be associated.
One PXL event can contain several EventView objects. Different objects of this type can

be used for a separate storage of data that is related to generation, detector simulation and
reconstruction of a simulated LHC event. The syntax which is used for recurring tasks like
adding variables to an event or retrieving information like the 4-momentum of a single particle
is straightforward. Demonstrating code examples can be found in [80].
This work uses PXL 2.0. The version 2.0 includes the concept of “soft links” that can establish

a customized net of relations between pxl::Relative objects (from which e.g. pxl::Particle objects
are derived). This kind of relation management has been used to control the information that is
necessary to establish the various flavors of reconstruction efficiencies and fake rates (discussed
in chapter 7).

6.5 ROOT
ROOT [81] provides a framework for scientific data analysis. It has been developed with respect
to the specific requirements in modern experimental particle physics like the need to process
large quantities of data in an efficient way. ROOT provides powerful libraries including the
graphical display of graphs and histograms and a multitude of tools that support the statistical
evaluation of data [82]. ROOT is developed in object oriented C++. Hence a C++ based
analysis environment as it is is used in this work can easily include and utilize needed classes
and libraries. For example, ROOT classes are used for the creation of plots which monitor
various aspect of the data and for the graphical presentation of the results from analyzing event
classes (see section 6.6) within the search algorithm. The ROOT framework comes along with
the scriptable CINT command line interpreter.

6.6 The MUSiC Framework
The MUSiC (Model Unspecific Search for New Physics in CMS) framework [2] comprises the
efforts of building and improving the tools needed for a model unspecific analysis. MUSiC is a
constantly evolving project with several active contributors. Some results presented in this work
have thus been derived extending previous studies (e.g. [64]) that have been conducted within
this framework. Without going into any detail it should be mentioned that parts of the efforts
related to the MUSiC project may of course also be considered in terms of extending, updating
and maintaining the respective source code.
The following paragraphs outline the main analysis steps while including references to those

chapters where the respective steps are discussed in greater detail.
The MUSiC code can be thought of as taking over after the processing and coordination of

information within the PAT (see section 6.1.1) layers. Thus the most crucial pieces of information
processed in MUSiC are taken from the PAT object collections with only supplementary inputs
from the AOD, RECO or SIM levels (see section 6.1). All the data that is of interest for the
following analysis steps is then extracted and efficiently stored in the pxlio-format provided by

1the format that corresponds to the PXl data container (see section 6.4)
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PXL (see section 6.4). In a next step further selection criteria can be applied to the stored
objects, like for example additional track quality requirements for muons. For a chosen set of
selection criteria up to several hundred customizable control plots can be evaluated and stored
for further analysis. The respective code is summarized in the so-called “control plot factory”.
For a chosen final set of cuts the events are then distributed to “event classes” [3]. Details

about the current status of selection requirements are given in section 7.2. In the event classes
the event data is sorted according to the object content. There are two basic kinds of event
classes. Exclusive event classes restrict the multiplicity of physics objects to fixed integer values
(e.g. exactly one photon and two jets but nothing else). In contrast to that inclusive event
classes place only minimal requirements on the object content (e.g. at least one muon and three
jets). While this implies that each event can be accepted for insertion into several inclusive
event classes an event can only be part of one exclusive class. The event content of exclusive
classes is thus disjunct. For each class different distributions of event based variables like the
scalar sum of transverse momenta of all accepted objects within an event can be considered for
further investigation. A schematic depiction of the MUSiC workflow up to this step is presented
in figure 6.2.
In the following steps dedicated algorithms can be applied to search for deviations between

the Standard Model expectation and the data. The corresponding algorithmic procedures and
the underlying statistical principles are explained in section 8. Simulated examples evaluating
event selection and search algorithms in the context of several test scenarios are presented in
section 10.
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Though the presented test scenarios in section 10 focus on signatures with photons, all objects
need to be well understood in order to perform a model unspecific search. This is because most
classes combine information from several different physics objects with what is given by the final
photon collection.
Obviously, the applied reconstruction algorithms and the subsequent selection steps are sub-

ject to an ongoing chain of improvements, and details within the reconstruction may be subject
to turbulent developments during the analysis of first data. Thus what is presented has to be
understood as a snapshot of current knowledge and methodology.

7.1 Basic Reconstruction Steps
The following paragraphs cover aspects concerning the main algorithms that are needed for the
offline reconstruction of physics objects. Only those events are reconstructed which pass the
initial selection provided by the L1 Trigger and the High Level Trigger. Special reconstruction
methods used in the faster algorithms that are needed for decisions at the trigger stage are not
discussed. Respective details can be found in [69].

7.1.1 Finding and Reconstructing Tracks
Finding tracks and measuring their respective parameters is important for the identification and
measurement of charged particles. Additionally, tracks contribute to the definition of isolated
particles or may be used to distinguish electron positron pairs from converting photons. Track
algorithms for a detector characterized by a large number of channels with high occupancy
are demanding in computing power. Based on the input from different subdetectors, like the
calorimeter, sometimes only parts of the tracking information may be fully reconstructed.
Many of the methods used for track reconstruction within the CMS experiment are based upon

the idea of applying concepts from the field of dynamical systems to the problem of evaluating
a combined algorithm for track finding and track fitting.
The recursive method of the Kalman filter (see e.g. [83]) is based on a system described by

the equations
xk = Axk−1 + wk−1 and zk = Hxk + vk , (7.1)

where xk may be thought of as a vector with five components [84, page 226] describing the
state of the transversing particle at detection layer k and zk is the actual measurement at layer
k. The matrices A and H represent the linearized relations between subsequent states and
between a given state and the related measurement. While the measurement can be made linear
by the choice of the parametrization of the vector xk, the linear propagation by matrix A is
inherently approximative in the presence of a magnetic field permeating the tracking system
[85]. This concerns both the inner tracker and the muon system in CMS. The multivariate
random variables wk and vk represent independent disturbances in the measurement of zk and
the evolution of the process towards xk. The Kalman filter provides equations that can be used
for

Prediction Estimation of xk based upon all earlier measurements zk−i where 0 < i ≤ k, which
can be used to predict the relevant tracker region in the next layer.
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Filtering Estimation of the state xk based upon all measurements zk−i where 0 ≤ i ≤ k. This
updates the track by including the input from layer k.

Smoothing Estimation of xk based upon a number of later measurements in layers zi where
k < i < k + j.

The Kalman filter provides the optimal solution1 if w and v are normal random variables while
for other distributions it can only be shown to be the optimal linear solution [85]. In [85] also
a summarizing set of equations describing the steps of the Kalman filter is given. Electrons can
loose a substantial amount of their energy via bremsstrahlung while passing the tracker material
of the CMS inner tracking system. Thus a Gaussian Sum Filter (GSF) is applied which provides
a non-linear extension of the principles presented for the Kalman Filter [86]. The application
of this method results in an improvement if compared to the performance of the Kalman filter,
because the influence of bremsstrahlung on the random variable is not well represented by a
normal distribution [87]. The main idea in the Gaussian Sum Filter is to approximate the
energy loss via bremsstrahlung by a weighted sum of normal distributions (see [88]).

The next paragraphs summarize the main steps within the track reconstruction for electrons
and muons.

Electron Track Reconstruction

Electron track reconstruction starts from seeds given by hits in the silicon pixel detector. The
evaluated range in the pixel detector is restricted to those regions which are compatible with a
reconstructed supercluster in the ECAL (see section 7.1.2). Pairs of two hits fulfilling certain
quality criteria are considered as seeds for the formation process of electron tracks [89]. In the
next step the GSF algorithm is used to extrapolate to outer layers and build track candidates
from compatible hits. Only those tracks having a transverse momentum pT > 3GeV and meeting
certain criteria like comparatively low χ2-values2 and a sufficient number of hits are kept (see
[91] for actual numbers and additional details). The parameters of remaining track candidates
are then fitted by the application of GSF smoothing steps.

Muon Track Reconstruction

Standard muon track reconstruction starts in the muon system. Both inhomogeneities in the
magnetic field and multiple scattering need to be taken into account in the track algorithm. Ad-
ditionally, the influence of bremsstrahlung is growing in importance for energies above 100GeV.
This implies that high energy muons will often be accompanied by photon induced showers
which can complicate the track measurement by causing additional hits. Hits in a DT or CSC
chamber are combined into local track segments. The track information is supplemented by
the RPC measurements. Seeding is provided by hit combinations that are compatible with the
beam spot [92]. Starting from the seeds, an algorithm based on the Kalman filter is applied for
track finding and fitting. Track candidates are accepted or rejected according to a χ2 criterion.
The “stepping helix” propagator including both field inhomogeneities and material effects [92]
is applied for track propagation in the muon system. Using the parameters from the fitting
procedure for comparison muon system tracks are matched to the best fitting tracks from the
inner tracking system which are built by application of the Kalman filter. In the following step
a global fit is conducted combining the matched hits from the inner tracker with the information
from the muon system. Each accepted global track results in a global muon candidate.

1in terms of minimizing the mean square error of the estimation
2χ2 is an estimator for the goodness of fit (see e. g. [90] for details).
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7.1 Basic Reconstruction Steps

7.1.2 ECAL Clustering
For the reconstruction of electrons and photons the energy deposits in the single ECAL crystals
need to be be combined into clusters. This is done in order to recover the full energy of an
object. While typically about 97% of the energy will be contained in a 5x5 array of crystals [52],
the algorithms have to extend the energy collection in the φ direction. The reason is given by the
effects of photon conversions and Bremsstrahlung. The two basic concepts being applied at CMS
are so-called “hybrid” and “island” clustering algorithms, with the previous being employed in
the barrel section and the latter for the endcap regions.
The hybrid algorithm starts from a collection of seeds corresponding to energy deposits above

a certain threshold in a crystal. In the next step the energy contribution from the two adjacent
crystals in η is added to a seed. The selected crystals are extended to a 1× 5 bar3 if the initial
1 × 3 bar contains energy deposits above a fixed threshold. This procedure is then iteratively
repeated for crystals lying adjacent in φ. In this way the algorithm collects 1x3 and 1x5 bars
which feature energy deposits above a fixed threshold while extending the supercluster in both
directions in φ. Iteration in a given direction of φ stops if the predefined limit of 17 1× x bars
has been collected in each direction of φ.
In the ECAL endcaps an island algorithm is used to build a set of superclusters. All basic 5x5

clusters built from a subset of local maxima of energy deposition meeting certain criteria (e.g. an
assigned transverse energy of more than 400 MeV) are taken as possible seeds for superclusters.
Starting from the seed with highest energy a window in η and φ is considered for each seed in
order to build the supercluster collection. While the interval in η is the same for all seeds, the
interval in φ can be chosen dynamically according to the energy of the seed. This feature is
currently not used during reconstruction (see [91]). If the position of a different cluster is within
this search window it is added to the supercluster. Subsequently it is removed from the list of
clusters to ensure that a cluster can not be part of multiple superclusters. The energy of the
resulting supercluster is given by the sum of energies from its constituents. Its position is the
energy weighted sum of the positions from all contributing clusters.
In the endcap regions the superclusters need to be corrected for energy depositions in the

preshower detector. In order to improve the achievable resolutions further position dependent
correction steps are applied to the superclusters both in the barrel and endcap regions.

supercluster border

η

ϕ

S. A. Schmitz

Figure 7.1 Illustration of a barrel supercluster as reconstructed by the hybrid cluster algorithm
(not to scale).

3number of crystals in φ direction× number of crystals in η direction
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7.1 Basic Reconstruction Steps

7.1.3 Jet Algorithm
A standard approach to jet reconstruction is to use an iterative cone algorithm. Starting from
a collection of seeding calorimeter towers the cone algorithm finds a collection of stable jets. In
order to test stability a first proto-jet is defined by the energy deposits within a fixed radius R
(usually defined in coordinates φ and rapidity ψ) around the seed. A distance r between the
four-vector of the seed and the sum of all four vectors within the proto-jet is calculated. If this
distance exceeds zero, a new proto-jet is built by collecting entries within a cone R around the
axis of the first jet. Iteratively, the distance between consequently built jets is calculated, and a
new jet is constructed. The jet is stable if r converges to zero within this procedure. Stable jets
are removed from the collection of calo towers, and the procedure is repeated until no further
stable jets are found.
In practice, a lower limit needs to be set on the energy entries that are used as seeds, because

the iterative cone algorithms are infrared unsafe. This means that adding a small energy deposit
can lead to new stable jets. Such an additional deposit might for example be caused by pile-up.
A frequently encountered example illustrating the problem is illustrated in figure 7.2. Infrared
unsafety leads to substantial inconsistencies when comparing results to theoretical predictions
from perturbative calculations [93]. While improved iterative cone algorithms adding additional
seeds between stable jets have been proposed (e.g. the midpoint algorithm as explained in [94]),
those can only reduce the issue of infrared unsafety, but not completely solve it.

p1
p2p3

Figure 7.2 Simple example demonstrating infrared unsafety within iterative cone algorithms:
Addition of a new seeding soft particle p3 leading to a new stable cone configuration

Thus several alternative algorithms being inherently infrared safe have been proposed. One of
them is the SISCone algorithm [93] whose implementation in the CMS software framework [95]
has been employed for jet reconstruction in this work. In this seedless approach the basic idea is
to consider pairs (i,j) of particles (i.e. calorimeter towers). For each pair of particles two cones
of size R in the (φ, ψ) plane can be constructed, for which the particles lie on the edge of the
cone. If the corresponding jets have not yet been found, each of the four jets, that can be formed
for each of the two cones by including or excluding the entries i and j on the edge, are evaluated
[95]. The jet is unstable if the cone around its combined axis does not include the same particles
as the original cone [93, page 13]. For the remaining subset of jets stability can be explicitly
tested as explained above. This removes the small fraction of remaining unstable jets (which in
practice may be negligible). As the particle content of tested cones will be frequently recurring,
the bookkeeping about which combinations of particles have already been considered proves to
be crucial for a reasonable performance. For a detailed discussion see [93].
Unfortunately none of the mentioned methods ensures that the found set of stable jets is

mutually disjunct. Thus a split and merge procedure needs to be appended in order to prevent
particles from being part of more than one set. In this step jets sharing more than a certain
fraction of energy are merged into a single jet. If this criterion is not met, the calo towers shared
by a pair of jets are assigned to the jet with the nearest central axis. After each splitting step
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7.2 Event and Object Selection

the jet positions are updated. A more detailed discussion including arguments addressing the
order of considered jets is presented in [96]. For an analysis of the performance of the SISCone
algorithm within the CMSSW framework see [95].

7.1.4 Reconstruction of the Missing Transverse Energy
Though decay products with large longitudinal momentum can escape detection, the hermeticity
of the CMS detector ensures that objects that are measurable with the calorimeter can be
detected up to |η| = 5. This implies that all particles with pT > 0.013 ·E are covered [97]. Thus
the missing transverse energy /ET estimating the residual transverse component of the sum of the
momenta of all objects that are detectable in CMS can be measured as a meaningful quantity.
Aside from potential mismeasurements, weakly interacting particles with a sufficient lifetime are
the source of high /ET events. Within the Standard Model the neutrinos provide such a type
of object. Several models beyond the Standard Model predict particles like for example the
graviton, which could also result in observed events with significant /ET contributions.
The starting point of /ET reconstruction is the missing transverse energy at calorimeter level.

It is defined via the n energy deposits En in the calorimeter towers as given in equation (7.2).

/ET,calo =
√
~/ET,calo =

√√√√[∑
n

(
En sin θn cosφn~̂ex + En sin θn sinφn~̂ey

)]2

(7.2)

Further reconstruction steps are applied to correct for several important effects. As the relative
calorimeter response is varying with quantities like η or the total amount of energy deposited
in a component of the calorimeter, such dependencies need to be corrected for on the basis of
a jet collection like the previously described SISC5 jets. After applying these “jet energy scale”
corrections ~/ET,calo is updated via equation (7.3). Here i loops over a subset of the jet collection
including jets with a maximum ECAL energy fraction of 0.9 which are above an energy threshold
of 10GeV (see [97] for a more detailed description).

~/ET,corrected = ~/ET,uncorrected −
∑
i

(
~p iT,corrected − ~p iT,uncorrected

)
(7.3)

It is clear that ~/ET,calo also needs to be corrected for potential muons in the event whose momenta
can not be determined in the calorimeter, but in the inner tracker and the muon system. Thus
the difference between the transverse momentum of each muon and the respective transverse
energy deposit of the muon as a minimum ionizing particle must be added to /ET,uncorrected via
(7.3). Now i runs over the global muons with |η| < 5, pT > 10GeV and a sufficiently good track
measurement [98].
Further, more sophisticated ways of improving the ~/ET measurement comprise a special cor-

rection for jets from decaying τ leptons, additional track based corrections and a dedicated
treatment of unclustered calorimeter entries and out of cone effects [98].

7.2 Event and Object Selection
Events are chosen by defining a suitable set of Level 1 and HLT triggers. All events firing
at least one of the specified triggers are considered for further evaluation. In the next step,
starting from object collections provided by the PAT format, further acceptance and quality
cuts are implemented. This is necessary to suppress backgrounds from misidentified objects
while balancing fake probabilities with the achievable efficiencies. A main goal is to achieve a
selection that is sufficiently clean but still efficient over a wide range of energies and angles.
If possible, cut sets which are suggested by expert groups within the CMS collaboration are
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adopted. Where such cuts are not found, or considered to be incomplete, or not meeting the
needs of a model unspecific search they are changed or replaced by a set of cuts specifically
designed for the purpose of the MUSiC analysis.
To limit the amount of data that needs to be handled, and to restrict the algorithm to a

controllable range of event topologies which are deemed to be favorable to the aim of finding
new physics, there is a further basic restriction. At least one electron, muon or photon needs to
be accepted by the quality cuts (implying for example a certain degree of isolation). In previous
work conducted within the context of model unspecific search in CMS (see [64] and [2]), only
events with at least one isolated electron or muon have been considered. This requirement has
now been extended to isolated photons. Events not meeting the criterion of containing at least
one isolated photon, electron or muon are discarded. It should be emphasized that, if at least
one of the required objects is present, also all other selected objects in the event are stored for
further evaluation.
It needs to be checked if the considered objects are not ambiguous reconstructions of the same

particle. To avoid such “ghost objects” a simple cleaning procedure checks for a set of selected
objects if the candidates do not share substantial parts of their respective characteristics. The
applied criteria are summarized in table 7.1.

criterion selected object
muon candidates with ∆R < 0.2 candidate featuring the track with

lowest value of χ2

electrons with ∆R < 0.2 sharing ei-
ther track or supercluster

candidate featuring the highest esti-
mated energy

photons with ∆R < 0.2 sharing the
supercluster

candidate featuring the highest esti-
mated energy

Table 7.1 Applied cleaning steps

After this step possibly remaining ambiguities between objects of different types are resolved by
keeping only one of the possible candidates.
While in this work the performance of the MUSiC analysis is evaluated with respect to sig-

natures with high pT photons, the model unspecific approach forbids an a priori restriction of
accompanying objects. Thus it would be rather artificial not to describe at least to some extent
all additional physics objects which are by now included in the analysis, though not all of them
have an equal share in the specific scenarios discussed in chapter 10. Of course, the photon
selection is discussed in somewhat greater detail.
The reconstruction efficiency at simulation level, which is considered to be an important

selection criterion, is here defined as

εreco (α) = Pr
(
objectgen(α)

matches→ objectrec
)

. (7.4)

“objectgen” refers to objects of a certain type (e.g. electron) at generator level and “objectrec”
to objects of corresponding type at reconstruction level. α is typically chosen from general
kinematic quantities like transversal momentum pT or pseudo rapidity η. Matching is achieved
by evaluating a cone of sensibly chosen size ∆R around the generated object. In order to ensure
the functionality of the matching procedure, a private matching algorithm was compared to
results from matching steps performed at the PAT (see subsection 6.1.1) stage. For equally
chosen matching criteria no differences between the two implementations were found.

7.2.1 Trigger Selection
The trigger selection for a model unspecific search needs to be based on a set of general purpose
triggers. Additionally, there is a strong influence on what can be considered a sensible choice
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of high level triggers because of the restriction to an evaluation of events with at least one high
quality photon, muon or electron with high transverse momentum. For each of these objects
dedicated trigger collections exist within the CMS trigger menu. Hence the MUSiC analysis
can resort to these standard objects. Care has been taken to choose triggers whose respective
thresholds are sufficiently below the cuts applied during the final object selection. This prevents
the analysis from being subject to additional difficulties caused by the uncertain behavior of the
trigger efficiency in the vicinity of its threshold. An event is selected if it has passed one or more
of the specified trigger requirements. Thus the set of selected events Dselected corresponds to the
union of the sets Ti including all events passing trigger i.

Dselected =
⋃
i

Ti , i = 1 ...#selected triggers (7.5)

Once actual data is recorded at CMS, one needs to make sure that there is no accidental double
counting of events. As datasets might be recorded according to a specific set of fired triggers,
single events can turn up within several samples. Of course, each event has a specific unique
event ID. Thus one could always solve the problem by some additional bookkeeping. However, it
is also possible to define a scheme realizing specific trigger requirements for each type of dataset
in order to make sure that events with a certain trigger fired pass the trigger selection in exactly
one of the datasets.
Dedicated single and double object triggers are included for each of those object types being

sufficient for the event selection. The selected photon specific triggers are presented in table 7.2.
The full trigger set for the current MUSiC analysis can be found in table B.7.

name L1 prerequisite basic requirement
IsoPhoton20 L1R e/γ candidate with

pT > 15GeV
pT > 20GeV photon candidate,
track isolation criterion

Photon25 L1R e/γ candidate with
pT > 15GeV

photon candidate with pT > 25GeV

DoubleIsoPhoton20 L1R two e/γ candidates with
pT > 8GeV

two ET > 20GeV photon candi-
dates, track isolation criterion

DoubleIsoPhoton20 L1I two e/γ candidates with
pT > 10GeV

two ET > 20GeV photon candi-
dates, track isolation criterion

Table 7.2 Photon specific triggers

7.2.2 Photons
Photon candidates are selected from corrected superclusters reconstructed in barrel and endcap
sections of the electromagnetic calorimeter. As mentioned above the main purpose of the photon
selection is to remain with a set of clean and well understood objects. During selection a reliable
identification implying low fake probabilities from hadronic jets and electrons is considered to be
more important than a maximized efficiency. It was decided to include converted photons into
the selection though the respective efficiency for those objects is allowed to be lower than for
non converting photons. As the selection of photons converting before reaching the ECAL by a
dedicated algorithm was not yet at a sufficiently mature stage within CMSSW 2.2.X, which has
been used for the present study4, all photon candidates are subject to the same set of cuts. In the
future it might be beneficial to introduce a special set of cuts for those objects which are likely to
be photons which converted before reaching the ECAL. Especially for possible signatures of new
physics with several photons setting converted photons aside would be problematic. It would

4there have been a lot of recent developments which are included in the 3.X version
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Figure 7.3 Fraction of photons converting before reaching the ECAL as a function of η (linear
extrapolation between entries; used photon sample: Photon+Jet pT 80, a sample
comprising direct QCD photon production with hard scatterings in the range of
80GeV < p̂T < 170GeV (see table C.2) )

mean to accept a highly reduced efficiency and hamper a correct interpretation of results. This
becomes obvious when analyzing the fraction of photons converting during the simulation of
events before reaching the tracker as shown in figure 7.3. Within the simulation the notion of a
converted photon always refers to a generated photon that can be matched to a conversion vertex
(photon to electron plus positron ) before reaching the ECAL. The necessary information was
directly retrieved from the results stored in the SIM output5 of the CMS detector simulation.
The result presented in figure 7.3 is found to be fully consistent with the expected amount
of tracker material as shown in figure 5.6. The adopted photon quality and acceptance cuts
are presented in table 7.3. The photon selection is restricted to a range in pseudorapidity
with |η| < 2.5 corresponding to the region which is covered both by tracker and ECAL. Only
photons with a measured transversal momentum pT > 30GeV are kept to ensure a good energy
measurement. This choice also reflects the assumption that observable signatures of new physics
might feature an excess of objects at high transverse momenta.
The following cuts are designed specifically for the MUSiC analysis by studying the spread of

the respective variables as a function of variables like energy and transverse momentum. In this
way reasonable cut values resulting in an acceptable loss of efficiency could be found. At a first
stage several isolation requirements are applied to improve the quality of the measurement and
to separate the photons from hadronic jets. A hollow cone track isolation with 0.04 < ∆R < 0.4
is adopted to discard objects showing tracks in the vicinity of the direction suggested by the
supercluster. The choice of a hollow cone is necessary if photons converting early enough to
allow for a track reconstruction are to be kept within the selection. The tracker isolation is
chosen to be dependent on the pT variable, which is well measured in the tracker. In contrast
to this the calorimeter cuts are chosen to be linear in the candidate object’s energy. The
“Jurassic ECAL isolation” suppresses photon candidates with high electromagnetic activity in
neighboring crystals. In addition to the 0.06 < ∆R < 0.4 hollow cone requirement a strip
of width ∆η = 0.08 in φ direction is excluded from the cone criterion. This compensates
for the discrimination against bremsstrahlung from converted photons that would otherwise
significantly reduce the photon efficiency. The cut on HCAL isolation in a hollow cone of size
0.1 < ∆R < 0.4 reduces the number of objects which originate from hadronic activity. The

5see figure 6.1
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variable value motivation
kinematic cuts

pT > 30GeV reliable energy measurement
|η| < 2.5 possible separation from electrons

via tracker
isolation cuts

“Hollow Cone” track isolation < 5 suppression of background from
hadronic jets

“Jurassic” ECAL isolation < 8 + 0.0073 · E/GeV suppression of background
from hadronic jets while keep-
ing converted photons emitting
bremsstrahlung

HCAL isolation < 5 + 0.012 · E/GeV suppression of background from
hadronic jets

shower shape
R9 < 0.8 discrimination against strongly ra-

diating electrons and rejection of
hadronic jets

others
pixel seed false rejection of electrons and disjunc-

tion of photon and electron collec-
tion

HoEm < 0.05 rejection of background from
hadronic jets

Table 7.3 Summarized acceptance and quality cuts for photons

rejection of fake objects is enforced by requiring the ratio of energy measurement in HCAL and
ECAL, HoEm = EHCAL/EECAL , to be smaller than 0.05.
The shower shape variable R9 is defined by the ratio of the energy deposit in the central 3×3

cluster and the energy deposit in the entire supercluster, R9 = E3×3/ESC . Requiring R9 > 0.8
discriminates against hadronic showers which have on average a broader shower development.
As an undesirable side effect this cut also rejects converted photons with a significant amount
of bremsstrahlung. The effect of the R9 cut as simulated for a sample of QCD photon plus jet
events is depicted in figure 7.4. The R9 cut has the advantage of showing sharp distributions
with a similar shape in both barrel and endcap regions of the ECAL, and is thus simple and
straightforward in its application. Thus the variable has been selected for this study. As a
possible alternative one might also consider different shower shape variables which rely mainly
on the η shape of the cluster. Those variables are supposed to allow for a better estimation of
the photon efficiencies by application of data driven methods using electrons. The pixel seed
veto provides important rejection power against electrons. At the same time it rejects a fraction
of those photons converting in the pixel seed detector. However, the pixel seed detector has a
comparatively low material budget with respect to the complete tracker system (see figure 5.6).
Further requirements on the track reconstruction have not been imposed, as electrons failing to
produce a seed in the pixel detector can hardly be distinguished from converting photons with
high pT , for which electron and positron feature highly collinear tracks.
Resulting reconstruction efficiencies after application of all cuts as defined in equation (7.4)

are presented in figure 7.5. At simulation level a reconstruction efficiency of close to 80 % is
achieved for the combined Photon + Jet samples over a wide range in pT . From studying the
plots showing the efficiency as a function of η it is clear that the efficiency as a function of
pT is not necessarily sample independent. Thus the respective efficiency plots for pT can show
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Figure 7.4 Left: R9 distribution for photons from the “Photon+Jets pT 80” sample in the
ECAL barrel section. Right: the same but for the ECAL endcap section

some dependency on the dominating sample. This results in slight changes in efficiency between
those regions where the efficiency is dominated by events from different subsets of the overall
Photon + Jets sample. For high values of pT these observed effects may be increasing due
to a feature during reconstruction resulting in a physically meaningless treatment of saturated
ECAL crystals. For values of pT below 200GeV a reduced efficiency is observed for the converting
photons (see label no. 6 in figure 7.5). This is expected, because the tracks from converting
photons tend to be more separated for low pT , resulting in a behavior more distinguished from
non converting photons. Additionally, for a given energy low pT objects imply higher values of η,
causing an increased rejection from the pixel seed veto. This may at first seem counterintuitive
since the pixel detector performance decreases with increasing η as shown in figure 5.8. But this
effect is overcompensated by the influence of the material budget of the pixel detector which
increases with η and results in a higher rejection rate for converted photons. This explanation
is supported by the distribution of the η dependent efficiencies showing a reduced efficiency for
increasing η (see label no. 5 in figure 7.5). Testing the same set of other cuts while eliminating
the pixel seed cut results in a significantly increased efficiency in the respective regions. The
damping at the edges of the barrel (label no. 4 in figure 7.5) is due to the R9 shower shape cut.
With increasing overal tracker material budget the photons convert with an on average higher
material budget ahead of them. Hence it is expected that they should have superclusters with
shapes diverging more significantly from the typical central cluster of unconverted photons.
Apart from evaluating efficiencies the performance of a chosen set of cuts can be monitored

with respect to fake probabilities. During event simulations the probability that an object of
type i will incorrectly be identified as an object of type j can be defined as given by equation
(7.6).

fi 7→j (α) = Pr
(
objectgen,i(α)

matches→ objectrec,j
)

(7.6)

The matching is performed by cones of extension ∆R in the same way as explained for the
calculation of reconstruction efficiencies. In figure 7.6 the fake probability jet → γ is shown as
a function of η and pT . The jets used for this evaluation are taken from QCD samples (see
table C.2). For example it is estimated that fjet 7→γ ≈ 0.0001 for photons in the central region
of the detector with pT = 80GeV. Though the isolation cuts are less strict for higher pT one
can see that with rising pT the fake probability decreases while the efficiency stays practically
constant. This implies that jets of higher transverse momentum are less likely of producing
isolated objects. Since the photons from reconstructed jets tend towards an underestimation of
the object’s pT on generator level, the fake probability is increasing in the region near to the
photon pT threshold. For the chosen set of cuts and higher values of η the fake probability
increases due to the degrading performance of the tracker and calorimeter components. The
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Figure 7.5 Left: reconstruction efficiency as function of pT for generated photons from com-
bined Photon + Jets samples. Right: reconstruction efficiency as function of η for
generated photons from the “Photon+Jets pT 80” sample (see figure 7.3)
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Figure 7.6 Fake probability jet 7→ γ for generated jets as function of pT and η of the generated
jet. The jets are taken from the complete QCD sample.

average fake probability as a function of pT is shown in figure B.9.
If an electron does not produce any hit in the pixel detector, it may easily be misidentified as

a photon, especially if unconverted photons are not discarded. The resulting fake probability for
electrons from the W+Jets sample (see table C.2) is shown in figure 7.7. The fake probability
is found to be approximately flat in pT which is not unexpected if the cuts are chosen as shown
above and feature an efficiency close to constant in pT . Evaluating the fake probability of
simulated events as a function of η a significant increase of the fake probability is found above
|η| ≈ 2.3. Thus, especially during early data taking, a further restriction of the acceptance cut
for |η| to values smaller than 2.3 should be considered. For the given set of selection variables this
would be beneficial for the reduction of fake contributions in the collection of photon candidates.
The pT resolution of the photons selected from a photon+Jets sample is presented in figure 7.8.
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Figure 7.7 Fake probability e→ γ for generated jets as function of pT of the generated electron.
The electrons are taken from the complete W + Jets sample.

As expected from the underlying detection principle resulting in equation (5.5), the simulated
relative resolution improves for higher momenta. The tail of ∆pT /pT into the direction of
negative values can be explained by energy deposits in non-active material. The additional tail
into the direction of positive values for lower values of pT is due to noise effects and overlapping
energy deposits from other particles. Here it has been chosen to show the pT resolution instead
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of the energy resolution as the scalar sum of transverse momenta of the reconstructed objects
within a collision event is an observable directly used within the search algorithm presented in
section 8.
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Figure 7.8 Left: relative resolution as function of pT of the generated photons from the com-
bined Photon + Jets samples. Right: scatter plot showing the relative difference
between generated and reconstructed transverse momentum pT as function of pT of
the generated photons from the Photon+Jets pT 80 sample.

7.2.3 Electrons
Electron candidates are built by combining the information from the supercluster with a matched
GSF track (see section 7.1.1) featuring a seed in the pixel detector. A robust cut based selection
needs to take into account the combined effects of an high magnetic field and the considerable
amount of bremsstrahlung due to the tracker material.
Only electron candidates with |η < 2.5| are selected. This corresponds to a region in which

both calorimetry and tracker show reliable performance. For lower momenta the expected fake
contributions are much harder to control. Consequently a pT cut of 30GeV is applied in order
to reduce fake contributions and to select well measured high energy objects. As we are not
interested in electrons produced during the formation of hadronic jets, a relative track isolation is
included for the reduction of the corresponding fake objects. Those should often be accompanied
by reconstructed tracks in the vicinity of the electron candidate. A maximum distance of 2mm

variable value motivation
kinematic cuts

pT > 30GeV object well measured in tracker and
ECAL

|η| < 2.5 tracker and ECAL acceptance
isolation

track isolation ∆R = 0.3
∑
pT /pT < 0.1 rejection of non isolated objects (e.g.

from hadronic jets)
others

d0 < 2mm discrimination against objects from
pile-up interactions

Electron ID Tight high quality measurement and back-
ground rejection

Table 7.4 Summarized acceptance and quality cuts for electrons
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Figure 7.9 Left: electron reconstruction efficiency as a function of η for reconstructed electrons
from the W+Jets sample Right: relative electron pT resolution as a function of pT
for reconstructed electrons from W events

between the vertex associated with the electron candidate and the reconstructed primary vertex
of the event is requested in the plane orthogonal to the beam direction. During data taking this
will support the suppression of objects from pile-up interactions6. The cuts for the selection of
electrons are summarized in table 7.4.
In order to increase the quality of the MUSiC electron sample a set of recommended cuts is

applied which defines a “tight” electron identification [99]. This set of cuts has been designed
to feature a high background rejection and a robust performance with respect to the possible
influences of alignment during early data taking. The used variables are

1. H/E which is the ratio of the estimated energy fraction deposited in the HCAL and the
respective value for the ECAL. Electron fakes from jets are more likely of having a higher
value for H/E.

2. the shower shape variable σηη , being defined as

σηη =
∑5×5
i wi (ηi − η̄5×5)2∑5×5

i wi
. (7.7)

Here i runs over all crystals within the central 5 × 5 cluster and wi is a tuned weight
based on the relative energy of the crystal i [100]. There is an additional correction due to
the endcap specific geometry. While the extension of the supercluster in φ is only loosely
defined, electrons feature a characteristic shower shape in η.

3. ∆ηin which is the difference between the η positions of supercluster and the track at the
estimated vertex. These should correspond as tracks are not bent in η.

4. ∆φin which is the difference between the φ positions of the supercluster and the track
at the estimated vertex. These should be close to each other if bremsstrahlung has been
correctly recovered during the reconstruction of track and supercluster.

5. Eseed/pin defining the ratio of the energy associated with the seed of the supercluster and
the estimated track momentum pin at the vertex.

There are different sets of cuts for the barrel and the endcap regions of the electromagnetic
calorimeter. Additionally, the electrons are subdivided into categories according to some basic

6Additional proton-proton interactions during bunch crossing
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criteria which characterize the electron candidate. The exact definitions of these categories and
the respective cut values can be found in the appendix (tables B.5 and B.6).
Figure 7.9 shows two selected control plots demonstrating the performance of the chosen set

of cuts during simulation for a selected event sample. The reconstruction efficiency in η is found
to be close to 90 %, except for detector intersections, which have already been discussed in the
context of photon selection, and small intervals close to the borders of the acceptance region.
The second graph depicts the relative pT resolution.

7.2.4 Muons
The muon selection starts from reconstructed global track muons whose tracks have been refitted
according to the combined measurements of the muon system and the inner tracker. As we are
interested in objects with high energies, and in order to select muons comfortably above the
muon trigger thresholds, a cut in pT of 30GeV is applied. The region of acceptance is restricted
to |η| < 2.1. A relative pT isolation in the inner tracker is used to suppress a significant fraction
of muons originating within hadronic jets. The characteristics of the global track fit are natural
candidates for controlling the quality of the final muon selection. Hence the χ2 value per degree
of freedom of the global track fit

(
χ2/dof

)
< 10 and the number of contributing hits Nhits are

used as cut criteria. The compatibility Ccomp is a high level quality criterion that utilizes the
properties of muons as minimum ionizing particles. It is calculated via

Ccomp = 0.8 · Ccalo + 1.2 · Csegment . (7.8)

Ccalo defines a likelihood variable defined in the range [0, 1]. The variable tests the compatibility
of the muon hypothesis based on the three measurements of energy deposits in the electromag-
netic calorimeter, the hadronic calorimeter and the hadronic outer calorimeter. The variable
Csegment, which is also defined between 0 and 1, checks to which extent the muon hypothesis is

variable value motivation
kinematic cuts

pT > 30Gev focus on high energy objects, trigger
threshold

|η| < 2.1 trigger acceptance and detector cov-
erage

isolation
track isolation ∆R = 0.3

∑
pT /pT < 0.1 rejection of non isolated objects

from hadronic jets
track quality cuts

χ2

dof < 10 rejection of fake tracks and mismea-
surements

Nhits > 11 rejection of fake tracks and mismea-
surements

others
compatibility Ccomp > 1.0 calorimeter and segment compati-

bility with respect to muon hypoth-
esis

d0 < 2mm discrimination against cosmic
muons and objects from pile-up
interactions

Table 7.5 Summarized acceptance and quality cuts for muons
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Figure 7.10 Left: relative muon pT resolution as a function of pT for reconstructed muons
from Drell-Yan offshell samples (see table C.2). Right: reconstruction efficiency
as a function of φ for a selected Drell-Yan offshell sample

in agreement with the found segments in the crossed muon stations. For example, not finding
compatible segments in stations which should have been crossed by the muon casts doubt on the
nature of the muon candidate. A detailed discussion of the compatibility variables can be found
in [101]. Similar to what has been recommended for a tight selection, muons with Ccomp < 1 are
discarded. A cut in the impact parameter d0 of d0 < 2mm is applied in order to increase the
rejection power against pile-up and cosmic muons. This also partially suppresses decays-in-flight
from pions and kaons [101]. All muon acceptance and quality cuts are summarized in table 7.5.
Figure 7.10 shows the muon pT resolution as a function of the transverse momentum of the

generated muon and the reconstruction efficiency as a function of the angle φ.
The efficiency as a function of the quantities η or pT as depicted for photons in figure 7.5 is

clearly more interesting in terms of parton interactions because the interactions are expected
to be symmetric in φ. But exactly this property makes the φ dependent efficiency a simple
crosscheck of a working detector simulation and event reconstruction. Obviously most of the
observed effects in φ dependent distributions need to have their origin in aspects of the detector
setup. Thus, in order to spot software bugs or other potential problems, it can be valuable
to crosscheck these distributions because for them one usually has a clear expectation which
is largely decoupled from the used event sample. For the shown Drell-Yan offshell sample
(see table C.2) the efficiency is found to be above 90%. This holds true for a large range of
possible muon energies. Only for energies above several hundred GeV a non-negligible loss in
efficiency was observed independently of the used simulated event sample. This is due to the
current performance of the standard global muon reconstruction. Being still under discussion,
this issue does not yet seem to be fully understood. The muon pT resolution is decreasing at
higher transverse momenta. That is expected because of the decreasing curvature of the track.
Additionally increasing effects from Bremstrahlung may effect the resolution for pT

>∼ 100GeV.

7.2.5 Jets
The selection of jets starts from the SISC5 jet collection with a cone radius of ∆R = 0.5. The
underlying jet algorithm has been outlined in section 7.1.3. Several correction factors are applied
to improve the estimation of the 4-momentum of the initial objects at parton level. These “L1-
L3” jet corrections comprise the treatment of pile-up and noise levels and address momentum
dependent effects due to the non linear response of the detector [102]. Additionally they correct
for the position dependent response of the calorimeter. Once CMS is taking data optimized
correction factors can be estimated with the help of data driven methods.
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Additional criteria are applied to improve the quality and robustness of the selected objects.
In order to remain with well measured high pT objects only jets with a minimum transverse
momentum of 60GeV are selected. A threshold in the pseudo rapidity of |η| < 2.5 is applied to
ensure that the full shower is contained in the acceptance region of the CMS detector. Only jets
with a hadronic energy fraction of at least 5% are selected to achieve separation power against
photons and electrons. Figure 7.11 presents the jet reconstructon efficiency for simulated QCD
multijet events as a function of pT . The efficiency approaches 100% for jets with very high
transverse momenta. It is found to be above 90% over the full spectrum of selected transverse
momenta.
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Figure 7.11 Two exemplary performance plots concerning the reconstruction and selection of
jets and missing transverse energy. Left: relative /ET resolution as a function
of /ET for events from the W+Jets and the W → eν offshell samples (see table
C.2). Right: reconstruction efficiency as a function of pT for QCD multijet events
between 15GeV and 3000GeV

7.2.6 Missing Transverse Energy
The /ET selection starts from a data collection in which the missing transverse energy has already
been corrected for jet energy scale effects and muons as outlined in section 7.1.4. During the
period of early data taking the /ET reconstruction will be less predictable than most other
reconstructed objects as basically all detector components influence the /ET performance and
therefore need to be reasonably well understood to reduce the involved uncertainties. Hence for
now only very basic selection criteria are applied to /ET . In order to ensure a robust identification
and a reasonable /ET resolution the selection restricts the /ET range of events for which /ET is
evaluated to those featuring a minimum of

/ET,min = 100GeV .

Figure 7.11 shows the relative /ET resolution as a function of /ET for a combined set of samples
with W+Jets and W → eν offshell events. However, it should be noted that the /ET resolution
is highly dependent on the evaluated sample. For example it clearly makes a difference which
fraction of the contributions to the sum of transverse energy in the event is associated with jets
and muons. Also the respective object multiplicities have an important influence. For events
within the context of supersymmetric scenarios which often tend towards high jet multiplicities
a lower /ET resolution needs to be expected.
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8 Search Strategy
After defining a class of recorded events (e.g. two selected photons and three selected jets,
see section 6.6) and choosing an appropriate binning1 for a kinematic variable the data can be
represented in a histogram. In each histogram the selected CMS events are compared to the
stacked contributions from the selected simulated events that are part of the included generated
background samples. In order to be interpretable, the expected contribution of the simulated
samples to each class needs to be scaled according to luminosity and cross section. A depiction
using a logarithmic scale for the number of expected events is usually suitable for variables
like the scalar sum transverse momenta of the selected objects in an event. A generic example
showing this kind of graphical representation for a notional class is presented in figure 8.1 for
the special case of an equidistant bin size.
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Figure 8.1 Schematic of a generic distribution for a given event class. One of the regions which
would be evaluated by the search algorithm is tagged.

While only one-dimensional distributions have been considered in this work, the presented sta-
tistical evaluation could also be applied to multidimensional distributions if the potential lack
of Monte Carlo expectation either due to the limited number of events or the limited modeling
of Standard Model physics can be handled.
Given a single class and distribution one is looking for a quantified assessment of the discrep-

ancy between data and Standard Model expectation. Like in other model independent searches
(see e.g. [103] or [104], [105]) a combined set of data bins is referred to as a “region”. Identifiable
deviations show up as inconsistencies between the recorded and the expected number of events
in one or more bins. Without assuming additional information about the location and the shape
of possible deviations any combination of bins might be evaluated. In the present algorithm this
is accomplished through comparison between the summed number of selected CMS events inside
the region and the Standard Model expectation. In order to identify significant deviations the
uncertainties on the expected numbers of events in each bin need to be taken into account.
It has been proposed to define regions in a way also transferable to multidimensional distribu-

tions, which depends on the recorded events by the use of Voronoi diagrams after transforming
to a uniform background expectation [106]. This approach is not applied as the statistical im-
plications of defining regions based on the data seem not to be fully clear. Here all regions are
formed by connecting predefined bins. Previously this approach has for example been applied
in the evaluation of H1 data [4]. The width of all bins is fixed before looking at the data.

1Here binning refers to the definition of a set of intervals in the considered variable (the bins) for which the
information is condensed into the number of contained events.
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In practice only “connected regions”, which exclusively combine adjacent bins, are taken into
account by the algorithm. This restriction is useful in order to limit the computational efforts
of analyzing each event class and to restrict the statistical effects associated with an increasing
number of evaluated regions. The latter aspect is discussed in section 8.2. After defining the
set of considered regions one has to evaluate their statistical significance. Accordingly, the
discrepancy between data and Standard Model expectation needs to be quantified for every
considered region (see sections 8.1 and 8.3). For each distribution evaluated for a given event
class the region which is assessed to be most inconsistent with the given expectation is referred
to as a “region of interest”. The following sections clarify the steps applied in the algorithm and
discuss aspects concerning the statistical interpretation of results.

8.1 p-Values as a Measure of Surprise
It has been outlined that for any evaluated region a quantified assessment of the amount of
discrepancy between the background expectation and the respective number of events observed
in the actual data needs to be defined. This is achieved by the use of “p-values”, which are
discussed in this section.
Due to the vast amount of regions considered during a model unspecific scan of all considered

event classes, it is necessary to condense the measure of surprise into a single number. This
number is required to be strictly decreasing for an increase of the deviation and strictly increasing
in case of an increasing uncertainty of the background expectation2. We are looking for a
probabilistic interpretation of the measure of surprise and are interested both in deficits and
excesses of observed events. Thus it is sensible to define the discrepancy in each region on the
interval (0, 0.5) 3.
p-values are a well-known and widely spread statistical tool for conveying evidence against a

hypothesis H0. Based on the school of statistical reasoning developed by Fisher (see e.g. [107])
they provide a mean of inductively inferring information on the likelihood of H0 without stating
a specific alternative. Therefore their application arises quite naturally in the context of a model
unspecific search.
The notion of a p-value [108] can be defined by the equation

p ≡ Pr (T (X) ≥ T (xobs) |H0) , (8.1)

where T (X) is a statistic based on the observation X. Hence the p-value is the probability of
finding a deviation that in terms of T (X) is “more extreme” than the value T (xobs) found in
the data if the null hypothesis holds true. Thus observing a low p-value reduces the degree of
belief in H0.
In High Energy Physics it is a common convention to state p-values in terms of tail probabilities

Z of the standard normal distribution. They are expressed by the number of standard deviations
one has to digress from the mean so that the one-sided or two-sided tail probability corresponds
to the numerical value p. The one-sided tail probability relating p and Z is given by

p = 1√
2π

∫ ∞
Z

dx exp
(
−x

2

2

)
= 1− 1√

2π

∫ Z

−∞
dx exp

(
−x

2

2

)

= 1− Φ (Z) = 1− 1 + erf Z/
√

2
2

⇔ Z =
√

2 erf−1 (1− 2 p) , (8.2)

2The regions together with the ≤ relation for the number signaling the amount of discrepancy form a partially
ordered set.

3in other situations (0, 1) might be a more intuitive choice
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where Φ (x) is the cdf4 of the normal distribution and erf (x) the error function (definition and
relations e.g. in [109]). A graph showing the relation between p and Z is displayed in figure 8.2.
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Figure 8.2 Z (one sided) as a function of − log10(p)

In an experiment where one is interested in counting the observed number of some kind of rare
event the probability of finding a number N of such events is given by the Poisson probability
(e.g. [90])

Pr (N) = µNe−µ

N ! , (8.3)

where µ is the mean of the distribution. In the given context equation 8.3 describes the prob-
ability of observing a number of events Nobs in an evaluated region (see above). Of course, the
correct value of µ is not known a priori but one can evaluate the significance of the observed
number of events under the assumption that µ is given by the Standard Model expectation. The
corresponding p-value based upon an observed value Nobs > µ is then defined by

p =
∞∑

N=Nobs

µNe−µ

N ! . (8.4)

Difficulties arise when one tries to incorporate an uncertainty on the mean into the definition
of the p-value. However, this is of crucial importance as in this work the mean µ is always
some kind of estimation of the expected Standard Model background in a specified region. In
general this estimation is subject to non-negligible uncertainties (see section 8.4.1). Clearly an
increasing uncertainty on the mean should be reflected by an increasing p-value as the vagueness
of the expectation for the mean makes an observed deviation more credible.
In practice modeling the uncertainty on µ becomes increasingly difficult if it is necessary to

combine the effects from multiple systematic uncertainties into an assessment of µ. The input
for the parameters influencing the uncertainty of µ is often addressed in terms of so-called “nui-
sance parameters” [110]. Unfortunately those can in practice be quite vague in their statistical
properties. This implies that formulating a prior function describing the given uncertainty on
the background will usually involve some kind of educated guess.
It is possible to include the uncertainty on the background mean into the definition of the

p-value by defining

p =
∫
R(b)

p (N > Ndata|b)π(b) db . (8.5)

4cumulative distribution function
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Here π(b) is an appropriate prior function for the parameter b and R (b) its range. In the
literature on the application and the interpretation of p-values this method is sometimes called
the “prior-predictive method” (e.g. [110] ). Some authors prefer the notion of a posterior pdf5 for
π(b) as it may be derived from one or more auxiliary measurements. For a counting experiment
observing an excess of events these ideas translate into a p-value of the form

p =
∫ ∞

0

∞∑
N=Nobs

µNe−µ

N ! π(µ) dµ . (8.6)

In this work normal and lognormal probability density functions are considered as appropriate
choices describing a prior for the uncertainty of the background mean in a counting experiment.
A detailed discussion of the resulting p-values is given in section 8.3.
In order to evaluate the performance of a special choice of p-value one may for example

investigate the following properties (see [111] for a more detailed discussion of some related
arguments, including examples):

• the p-value should increase monotonously with increasing uncertainties6

• the possibility to interpret the p-value as a Type-I error rate7 (coverage properties, see
section 9)

• the discrimination power against alternative models

• the adaptability of the chosen p-value to possible changes in the requirements (e.g. inclu-
sion of additional systematic uncertainties)

Those criteria are certainly not exhaustive and may vary in their relative importance based upon
the context of the test.
It should be mentioned that there has been concern about the strict statistical meaningfulness

of p-values. Problems arise both in the context of Bayesian and Frequentist reasoning. For a
short introduction to those two statistical frameworks see e.g. [112].
From the perspective of a Bayesian it is reasonable to compare p-values with posterior proba-

bilities of the kind Pr (H0|X). Berger and Sellke [113] evaluate the example of testing the mean
of a set of random variables Xi that are independent and identically distributed (iid) according
to N (µ, σ) against a null hypothesis H0 for the mean θ, choosing the test statistic

T (X) =
√
n
|X − θ0|

σ
.

They find non-negligible discrepancies between the p-values and Pr (H0|X). Hence there exist
cases in which the value of p is misleading as a Bayesian posterior probability. It should be
noted that for certain classes of scenarios there have been related efforts to find a remedy by
applying certain recalibration techniques to the considered p-value [114], but those could not be
translated into an advisable strategy in the context of this work.
Introduced as a means of significance testing by Fisher the methodology is in conflict with

the ideas of Neyman and Pearson centering around the notion of Type I and Type II8 errors
(often labeled α and β). It has been argued that confusion between those two fundamental
concepts is tending to be ubiquitous in modern scientific work and that it is deeply entangled in
many standard textbooks introducing significance testing [115]. An example related to particle

5probability density function
6for the p-values used in this work this is exemplified in figure B.5
7the probability of falsely rejecting H0 under the assumption that H0 is true
8falsely accepting H0 under the assumption that H0 is wrong
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physics showing that p-values can disagree with Type I error rates can be found in [111, page
15 et seq.].
A subtlety arises when interpreting p in terms of the number of standard deviations Z as

given by equation (8.2). Using one-sided or two-sided tails is merely a convention when strictly
following the definition of a p-value. But it is not trivial to make the “right” choice if the p-value
is meant to be interpreted as a Type I error rate. Here the following criterion is considered
as a rule of thumb for counting experiments. If the p-value is defined in a way suitable for
detecting both excess and deficit and one would in principle be willing to refute the hypothesis
H0 based upon a significant deficit the two-sided tail probability is applied. This holds true for
the presented model unspecific approach, and hence the two-sided tail probability is used for
the evaluation of test scenarios in chapter 10. Otherwise the one-sided alternative is chosen.
Though the concepts of p-values (p) and error rates (α) differ it is a reasonable question if

the often found practice of reinterpreting p-values as Type I error rates may be feasible under
controlled conditions. For example the question applies to a Frequentist interpretation as it is
sometimes found within the context of using the p-value CLb within in the CLs method. This
approach is frequently used and has been advocated in the CMS community (e.g. [116]). In
order to give an answer to this problem a well defined framework is needed. Subsequently, one
can examine the Frequentist properties of a given p-value when being interpreted as a Type I
error rate. In this context the “exactness” of the p-value [110] plays a crucial role by fixing a
terminology for the relationship between error rate α and p.

p is


exact, if Pr (p < α |H0) = α

conservative, if Pr (p < α |H0) < α

liberal, if Pr (p < α |H0) > α

(8.7)

Consequently a p-value whose numerical value overstates α is called “conservative” and a p-value
underestimating α is referred to as “liberal”. Some tests evaluating the exactness of selected p-
values are presented in [117]. In [117] the results are presented in terms of “coverage” which is
linked to the notion of exactness by the relation

conservative ←→ p-value has overcoverage
liberal ←→ p-value has undercoverage . (8.8)

The notion of “coverage” is inspired by the use of this term as an important characteristic of
ensembles of confidence intervals (see e.g. [118] for a concise definition). Some of the tests that
are performed to evaluate the p-values used in this work check and extend upon results that have
been presented in [117]. Thus in order to simplify comparisons a largely congruent terminology
is used in the following sections.

8.2 The “Look-Elsewhere Effect”
A large number of regions is considered for each distribution in a given event class. Hence
the p-value suggested by the single region of interest9 can not be equal to the significance of
the overall distribution. Let pmin be the p-value associated with the region of interest of a
distribution when comparing data and background expectation. Intuitively it is clear that the
more regions one takes into account the more likely it is to find a p-value of a given value pmin
or lower.
If the effect is not properly taken into account the evaluation of many possibly interesting

scenarios might lead to a misinterpretation of significances. This statistical issue is called the
“look-elsewhere effect” [119]. In order to make a valid statistical statement about the deviations

9meaning the lowest p-value of all regions evaluated for the distribution
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within a complete distribution one is interested in the actual probability of finding a p-value
smaller than pmin for an arbitrary region within the complete distribution. In general correlations
between different regions, either due to correlated errors or because of overlap between regions,
effect the correct result. This makes it virtually impossible to find a general analytical formula for
this problem except for highly simplified scenarios. To address this difficulty one can approximate
the result by dicing a large number of “pseudo experiments”. For each pseudo experiment
the entries of all bins describing the background expectation are fluctuated with respect to all
included statistical and systemic uncertainties. Correlations between bins are taken into account.
A detailed evaluation of the practical implementation of this procedure is given in section 8.4.
Then one states the fraction P̃ of hypothetical experiments in which a region with p < pmin
is found because of the expected statistical and systematic uncertainties on the background
observation.

P̃ = number of H0 experiments with a region featuring p < pmin
total number of H0 experiments (8.9)

Thus P̃ can be interpreted as the significance associated with pmin after taking the "look-
elsewhere-effect" into account.

Of course, one would like to avoid cases in which P̃ overestimates the significance of an evaluated
distribution. Strong overestimations of the significance of P̃ could result in cases of “false
alarm”, which would draw undeserved attention to the affected regions and hamper the analysis
of deviations which are indeed interesting. Hence P̃ should be an exact or conservative estimate
of the significance in as many cases as possible.
In this context one may be tempted to ask if the property that the p-value is exact, conservative

or liberal as defined in equation (8.7) is playing any role for the evaluation of P̃ which is what is
finally stated as the significance of a specific distribution. That in practice the exactness of the
found value pmin will indeed have an important influence on P̃ can be understood by evaluating
a simplified example.
Consider an experimental setup performing counting experiments in three disjunct regions

R1-R3 in which fluctuations are assumed to be independent. Then without loss of generality
one may assume that the algorithm finds pmin in region R1. The respective value is labeled
p1,min . Consider the following two cases:

I. The p-value of choice is exact in all of the three considered regions.

II. The p-value is exact in R2 and R3 (i.e. Pr (p2, 3 < α) = α ), but liberal in R1
(i.e. Pr (p1 < α) > α ).

The situation is summarized in table 8.1. In case I the p-value is exact in R1-R3 which implies
p1,min = p1,true, where p1,true is the actual probability under repetition that p1 < pmin,1. Thus
P̃ is given by

P̃I = Pr (p < p1,min)
= 1− Pr ((p1 > p1,min) ∧ (p2 > p1,min) ∧ (p3 > p1,min))

independent= 1− Pr (p1 > p1,min) · Pr (p2 > p1,min) · Pr (p3 > p1,min)
p exact in R2,R3= 1− (1− p1,true) (1− p1,min) (1− p1,min)
p exact in R1= 1− (1− p1,true)3 . (8.10)

But when evaluating case II one finds
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case I case II
R1 Pr (p1 < p1,min) = p1,min Pr (p1 < p1,min) > p1,min
R2 Pr (p2 < p1,min) = p1,min Pr (p2 < p1,min) = p1,min
R3 Pr (p3 < p1,min) = p1,min Pr (p3 < p1,min) = p1,min

Table 8.1 Scenario with three regions illustrating the importance of the exactness of the p-value

P̃II = 1− Pr (p1 > p1,min) · Pr (p2 > p1,min) · Pr (p3 > p1,min)
p exact in R2,R3= 1− (1− p1,true) (1− p1,min) (1− p1,min)
(p1,min < p1,true)

> 1− (1− p1,true)3

= P̃I . (8.11)

One sees that a p-value liberal in the region of interest can cause an underestimation of P̃ . This
would mean assigning too much significance to the region of interest. Hence it is reasonable to
state that only the application of a p-value which is close to exact or at least conservative over
most of the occurring parameter space can ensure a reliable interpretation of P̃ as an error rate
α.
Generalizing the presented example it is straightforward to show that assuming a globally

exact p-value and independently fluctuating background means µi , i = 1 .. n for n regions P̃ is
given by

P̃ = 1− (1− pmin)n . (8.12)

It is an interesting question under which conditions this remains a feasible approximation. As
dicing a high number of complete pseudo experiments is the most computing intensive step in
the application of the algorithm it would be very useful to have an analytical estimation of the
expected outcome for P̃ just from combinatorial arguments. Of course in practice the regions do
not fluctuate independently during the process of dicing as systematic uncertainties in different
bins may be highly correlated10, and because most regions can be considered as subsets or
combinations of others.
To get a better understanding of the underlying behavior one can again consider the simple

example of three regions R1-R3. This time p is assumed to be exact in all cases. Here the
evaluated scenarios are that

1. the fluctuations in different regions are statistically independent.

2. the fluctuations are not independent. In this case we will consider the special cases that
a) the fluctuations are fully correlated.
b) R1 is independent with respect to R2 and R3, but R2 and R3 are correlated or

anticorrelated.
c) the regions are mutually correlated or mutually anticorrelated.

10the uncertainty on the luminosity is an obvious example of an uncertainty that is fully correlated for all bins
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P̃1 for case 1 can be identified with the special case n = 3 for equation (8.12). If the regions
are no longer defined to be independent one can derive the result from basic statistical relations
(e.g. equations (2.3) to (2.5) in [90]).

P̃2 = 1− Pr ((p1 > pmin) ∧ (p2 > pmin) ∧ (p3 > pmin))
= 1− Pr ((p1 > pmin) ∧ (p2 > pmin)) · Pr (p3 > pmin| (p1 > pmin) ∧ (p2 > pmin))
= 1− Pr (p1 > pmin) · Pr (p2 > pmin|p1 > pmin)

·Pr (p3 > pmin| (p1 > pmin) ∧ (p2 > pmin)) . (8.13)

For the case 2a) one finds from equation (8.13) that

P̃2a) = 1− Pr (p1 > pmin) · 1 · 1
p exact= pmin . (8.14)

Not surprisingly one obtains P̃ = pmin in this limit. More interesting is case 2b).

P̃2b) = 1− Pr (p1 > pmin) · Pr (p1 > pmin) · Pr (p3 > pmin|p2 > pmin)

= 1− Pr (p1 > pmin) · Pr (p1 > pmin) · κ · Pr (p3 > pmin)
= 1− (1− pmin)3 · κ ;κ > 0 . (8.15)

If R2 and R3 are correlated then κ > 1. In the case of anticorrelation one finds κ < 1. Hence
one sees that P̃2b) < P̃1 for correlation and P̃2b) > P̃1 for anticorrelation.
Similarly one can find that P̃2c) < P̃1 when R1-R3 are mutually correlated and P̃2c) < P̃1

when they are mutually anticorrelated. Those results can be generalized to n regions with a
given set of correlations or anticorrelations. If correlations and anticorrelations are not mixed
existing correlations lead to an overestimation of P̃ (conservative). Anticorrelations cause an
underestimation of P̃ (liberal). As many of the considered statistical dependencies between
regions disfavor anticorrelations one might conjecture that using (8.12) leads to conservative
results in many but not all practical cases.

In summary it is possible conclude that in order to avoid misinterpretations both the application
of a predominantly exact or conservative p-value and an appropriate treatment of correlations
between regions is of high importance for the MUSiC analysis.

8.3 pN and pLN as p-Values for a Model Unspecific Search
In the search algorithm a p-value is used to evaluate the deviation between data and Standard
Model expectation in every considered region (see section 8.1). Currently two p-values of the
kind presented in equation (8.5) are fully implemented in the analysis framework. One of them
has already been used for previous results [2] and also in the context of studies within different
experiments like the H1 detector at HERA [103]. The second p-value (pLN ) is applied to a
model unspecific search of the presented scope for the first time. As defined in equation (8.16)
pN uses a normal prior function to model the uncertainty on the background mean.

pN =



∞∑
i=non

C ·
∫ ∞

0
db exp

(
− (b− b0)2

2σ2
b

)
· e
−b bi

i! if non > b0

non∑
i=0

C ·
∫ ∞

0
db exp

(
− (b− b0)2

2σ2
b

)
· e
−b bi

i! if non < b0

(8.16)
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Here non is the number of observed events, b0 the mean of the background expectation and σ2

the variance of the background prior. The constant factor C ensures the normalization of the
normal pdf, which is used as a prior function, on the interval [0,∞). pN can only be expected to
be fully appropriate if the combined errors contributing to the background prior can be modeled
with a normal distribution. An additive contribution of random variables favors a normal model
because of the central limit theorem. A straightforward example is the summation of different
background contributions with independent uncertainties on their respective cross sections. If
independent uncertainties can be treated with a normal pdf then their sum is also given by a
normal distribution (e.g. [120, page 49]). This property can be used to combine uncertainties.
It is also important for the design of a consistent strategy for the dicing of pseudo experiments.
During a global scan of all considered event classes there are regions where the standard

deviation σb of the normal background prior is not small if compared to its mean b0. In those
cases the restriction of b to values with physical meaning above 0 by normalizing with the factor
C has a considerable effect on the shape of the distribution. This truncation of the normal pdf
at b0 = 0 leads to a “ (singly) truncated normal pdf” [120, page 80]. Such a model may be
considered to be somehow arbitrary. For example one could argue that a pdf like the truncated
normal pdf not fulfilling lim

b0→0
= 0 is unintuitive as this implies that for a segmentation into

sufficiently small intervals of size ε the probability is practically constant in the vicinity of
b0 = 0.
A different argument for the consideration of alternatives to a normal prior is that one can

argue that the estimation of the combined prior for the background mean is often described by
a product and not by a sum of several prior functions. For a single background process this
argument is supported by equation (5.1).
For such a scenario one can separately model the uncertainty on each variable contributing

to the number of events and estimate the resulting background prior by the product of the
priors of each single uncertainty. Then it might be more appropriate to apply a p-value using
a lognormal prior. If the n factors building the product are each following normal distributions
then in general their product follows a complicated distribution for which there seems to be
no closed analytic expression. For the case of n = 2 some results evaluating special cases can
be found in [121]. In this context the lognormal pdf turns out to have interesting properties.
Some of the important properties of the lognormal pdf are summarized in appendix A. One
advantageous feature of the lognormal pdf is that a product of lognormal random variables
again follows a lognormal distribution for which the parameters are easy to calculate11. Thus
the lognormal distribution is a convincing choice for the prior if the background can be described
by a product of lognormal distributed variables.
The mathematical expression for a p-value with a lognormal prior is presented in equation

(8.17).

pLN =



∞∑
i=non

∫ ∞
0

db 1√
2π ln k

· 1
b
· exp

(
− ln2 (b/b0)

2 ln2 k

)
· e
−b bi

i! if non ≥ b0

non∑
i=0

∫ ∞
0

db 1√
2π ln k

· 1
b
· exp

(
− ln2 (b/b0)

2 ln2 k

)
· e
−b bi

i! if non < b0

(8.17)

This notation is based on the parametrization proposed in [122] which is the only reference known
to the author where this type of p-value has already been considered for a practical application
in an analysis. Here b0 is the median of the background distribution and k is chosen to be
1 + σrel, where σrel is the estimated relative uncertainty on b0. This evaluation of a “relative”
uncertainty is a shift with respect to the normal prior for pN which is mainly concerned with

11for details see the paragraph leading to equation (A.14) in appendix A
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“absolute” uncertainties on b0. That this difference implies more than just a terminological
subtlety is shown in section 9.
Some examples of lognormal probability densities are presented in figure 8.3 and in figures

B.1 to B.3.
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Figure 8.3 Lognormal pdf with parametrization (A.7) for different values of k if b0 is
fixed to 1

Consider the case where the combination of all errors can be modeled by a lognormal distribution.
Then for k close to one the shape of the lognormal pdf approaches a normal distribution N (µ, σ)
with mean µ = b0. Some motivation for this behavior is given in appendix A. Making use of
this property one can ensure that the predictions of pN and pLN are similar for sufficiently
small errors if the median b0 of the lognormal distribution is chosen to be equal to µ and
k = 1 + σrel = 1 + σ/b0 as suggested in [122]. An example for the case of k = 1.1 is presented
in figure 8.4.
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Figure 8.4 Lognormal pdf approaching a normal distribution for k close to 1 (linear extrapo-
lation between evaluated points)

Additionally the proposed choice of parameters has the nice property that the background
interval (b0 · k , b0/k) always corresponds to 68% of integrated probability (the special case of
c = 1 for equation (A.12)). If σrel is interpreted as a relative uncertainty this is an intuitively
reasonable behavior for large errors, i.e. k not close to 1.
The shape of the lognormal distribution differs increasingly from the normal distribution if k

deviates from 1. For k = 1.6 this is exemplified in figure 8.5 in which the lognormal distribution
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is compared to a normal distribution that has a mean equal to the median of the lognormal pdf
and a standard deviation of σ = 0.6 · µ.
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Figure 8.5 Lognormal distribution for k = 1.6 comparing to a normal distribution with a
relative uncertainty of 0.6

It can be shown that for every normal distribution N (x, µ, σ) one can find a limit x0 so that
compared to a lognormal distribution Λ (x, b0, k) it holds true that Λ (x, b0, k) > N (x, µ, σ) for
x > x0. Expressed less formally it means that the lognormal pdf has a larger upper tail than the
normal distribution. Considering that the lognormal pdf is a heavy-tailed distribution this is
certainly not surprising. As for the given applications one is trying to estimate background means
this implies that for a lognormal model more probability is assigned to extreme upward deviations
from the assumed median. This directly translates into higher p-values for cases in which a large
excess with respect to the expected number of events is observed. As only backgrounds with
b > non can make considerable contributions to (8.6), lower expected backgrounds are effectively
suppressed by the Poisson distribution in (8.6). If the used p-values are transformed into normal
standard deviations via equation (8.2) they are labeled according to those subscripts that are
used for the respective p-values leading to the notation ZN and ZLN .
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Figure 8.6 ZLN and ZN as a function of the observed number of events non (other parameters
fixed)
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In case of an observed excess and choosing k = 1 + σ/µ and b0 = µ the resulting p-value
pLN will be more conservative than a p-value pN with parameters µ and σ. This is shown
for two examples in figures 8.6 and B.4. However, it should be noted that for cases in which
less events than expected are observed the resulting p-value for the lognormal prior can be
considerably smaller than pN as it assigns less probability to backgrounds close to zero (see
figure 8.5, exemplifying p-values are given in table B.9). One should also keep in mind that
both p-values are functions of three parameters. For example one may compare pLN and pN
for a varying background median µ while keeping k and σb fixed at corresponding values and
choosing non constant. In this case there are regions in which pLN predicts lower values for Z
even if considering an excess of events. This is exemplified in figure 8.7.
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Figure 8.7 ZLN and ZN as a function of the background median µ (other parameters fixed)

Table 8.2 compares results for ZN and ZLN for several numbers non of observed events, if the
suggested choices of parameters are applied to a background expectation of 10 and a relative
error of 20 %. Results for an extended number of parameters can be found in appendix B. Both
ZN and ZLN were found to be in agreement with an independent implementation of the p-values
[123].
The question remains how one should combine the information about the different sources of

statistical and systematic uncertainties into a choice for the parameters of pN and pLN . One also
has to implement a consistent dicing of H0 pseudo experiments. These problems are addressed
in the following sections.

µ = b0 = 10 , k = 1.2 , σrel = 0.2
non ZLN ZN
15 1.15 1.18
20 2.22 2.27
25 3.15 3.25
30 3.98 4.16
35 4.73 5.01
50 6.61 7.73

Table 8.2 Evaluation of ZLN and ZN assuming a background expectation of 10 and a relative
uncertainty of 20 %
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8.4 Dicing of Pseudo Experiments
It has been explained in section 8.2 that in order to calculate the significance of the value pmin
by taking into account the number of regions and their correlations it is necessary to dice large
numbers of pseudo-experiments according to the background only hypothesis. It is shown in
chapter 9 that reasonable coverage properties for P̃ can be expected for both pN and pLN if
the resulting background distribution for a given region under repetition of pseudo experiments
corresponds to the background prior of the p-value. In practice this consistency is difficult to
achieve using pLN . In this case a pragmatic procedure needs to be applied as an approximate
solution. For both of the considered p-values motivating arguments are at hand. One of them
is the possible underestimation of tails in the normal distribution in the case of multiplicative
systematic influences.
Two dicing strategies are considered. One leading to the assumption of a normal distribution

and one assuming lognormal errors for each background bin. In order to offer a concise descrip-
tion the first dicing strategy is labeled DN , and the alternative one which has been customized
in the context of pLN is referred to as DLN .

DN Dicing strategy with the aim of combining systematic errors into a normal distribution for
each bin

DLN Dicing strategy with the aim of combining systematic errors into a lognormal distribution
for each bin

For a single error it is often difficult to decide if it is modeled better by a normal or a lognormal
distribution. Thus for a given relative error a normal prior N(µ, σrel) is assumed for DN and a
lognormal prior Λ(µ, 1 + σrel) for DLN . As shown in section 8.3 this implies that there are no
noteworthy differences between the priors if the relative error is small. For DN the diced value
for a bin with n0 originally expected events is then calculated by

ni = ni−1 + n0 ·XN(x,0,σrel,i) , i>0 (8.18)

where ni−1 is the value before considering uncertainty i and X a random value drawn for this
pseudo experiment according to the respective normal pdf. Successive application of (8.18)
corresponds to adding normal distributed quantities and leads to a normal distribution. As
equation (5.1) suggests, some combinations of uncertainties may be modeled better by products
of prior functions. This approach is applied when working within the framework of DLN . In
this case the uncertainties are treated via

N ′ = n0 ·XΛ(x,b0=1,k=1+σrel,i) (8.19)

In practice one can get lognormal random variables from standard normal random variables by
the application of

XΛ(b0,k) = b0 · eln k·XN(0,1) . (8.20)

This can be derived from the relation between the involved distributions (see e.g. [124, page 28]).
The iterative application of (8.19) to different uncertainties guarantees a resulting lognormal
distribution because of equation (A.14). After dicing the background mean nsys according to
the modeled systematic uncertainties the final bin entry for the pseudo experiments is drawn
from a Poisson distribution with mean nsys.
Unfortunately, there is one important subtlety arising in the dicing procedure for pLN when

combining different bins into a region. While the outlined procedure works fine for each single
bin the distribution for the observed sum of events in a region combining bins is no longer of
strictly lognormal shape. Thus, even if for each region the errors are combined into a lognor-
mal distribution which would be a reasonable choice by itself, the assumptions can not be in
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full concordance for regions with more than one bin. As outlined in section 8.2 this leads to
inconsistencies when dicing hypothetical experiments by dicing each bin according to Poisson
experiments drawing their mean from the background prior. For pLN the background prior is
assumed to have a lognormal shape. Several conceivable direct solutions to this problem are
found to be either impractical or cannot be implemented within the scope of this work:

• One could dice each region with respect to the lognormal function characterizing the
background prior for pLN . Though straightforward in implementation this would severely
reduce the speed of dicing pseudo experiments and slow down the algorithm by a factor
that is not acceptable.

• Literature suggests [125] that a sum of correlated random variables with lognormal distri-
bution may under certain conditions again be approximated by a lognormal pdf. In this
way one could achieve an approximate consistency by estimating the lognormal prior for
a combined region from the lognormal priors of the contributing bins. A general approach
using a recursive algorithm to estimate the needed parameters is presented in [126]. Un-
fortunately such an algorithm would make the search strategy less straightforward and be
rather computing intensive. Additionally it is not fully clear how well the approximation
would perform in practice.

• Obviously summing the observed event in a number of bins results in an observable which
is much in favor of being treated under the assumption of normal distributions, because
if the distribution of a linear function Y =

∑
i ai ·Xi is supposed to have the same type

of distribution as each of the random variables Xi this ensures normality [120, page 51].
Thus it might be possible to look for other observables, like for example the product of
events in each bin, which would be suited better under lognormal conditions. This idea
might be worth further investigation but it would make the interpretation of results more
complicated and less intuitive.

• If the p-value has good coverage one might consider to calculate the product of the p-values
for each bin. This would lead to a new combined estimation of the significance. This would
be similar to likelihood based approaches and imply a strategy being somewhat different
from the original MUSiC algorithm.

• Finally, one could try to find a general numerical solution for approximating the sum of
correlated lognormal random variables. Probably such a solution, if existing, would be
either highly complicated or very computing intensive.

The mentioned drawbacks show that all of these options are not fully satisfactory. A further
possible solution is given by the following “trick”. Assuming actual data it is certainly possible
to evaluate every region using pLN . Under the hypothesis that the influence of the Look-
Elsewhere-Effect is mainly caused by the multiplicity of the regions and their correlations, but
largely independent from the difference in the applied background prior, one can correct pmin,LN
by dicing background only experiments using pN . In section 10 the problem is addressed in this
way. Though the underlying hypothesis seems to be a good guess it would be useful to make
further investigations during future studies.

8.4.1 Handling of Statistical and Systematic Uncertainties
This section discusses the different systematic uncertainties that have been included in this
study. In consistency with the results presented in chapter 10 the assumptions are based on a
scenario with an integrated luminosity in the range of 100pb−1 to 1 fb−1 at a center of mass
energy of 10 TeV.

69



8.4 Dicing of Pseudo Experiments

Luminosity

Though it is envisioned to reduce the relative uncertainty on the luminosity to a level of about
1− 2 % [127] this precision can not be reached after recording data correponding to 100 pb−1 to
1 fb−1 of integrated luminosity. At this stage a relative error of 5 % or 10 % provides a realistic
estimation [128, page 532, revised IOP version]. Thus a conservative uncertainty of 10% is
assumed for this study. The resulting uncertainty on the background mean is implemented by
the application of (8.18) for pN and (8.19) for pLN . The uncertainty is fully correlated for all
bins.

Parton Distribution Functions

Uncertainties on cross sections for a given process P in a hadronic collision do not only stem
from the interaction between the directly involved elementary particles but also from the re-
stricted knowledge about their contribution to the composite object at a given inelasticity x. By
application of the QCD factorization theorem the cross sections for proton proton interactions
can be described by equation (8.21) [129].

σ (pp→ XP ) ∝
∑
i

∑
j

CPij

(
x1, x2, αS

(
Q2))⊗ fi (x1, Q

2
)
⊗ fj

(
x2, Q

2
)

(8.21)

In this formula fi and fj are the parton distribution functions (PDFs) of the partons of type i
and j within the two interacting protons. Q2 is the energy scale of the process and the coefficient
functions CPij

(
x1, x2, αS

(
Q2)) describe the underlying hard process P. Several approaches to an

estimation of the uncertainties on the parton distribution functions have been developed. One
of them is the “Hessian formalism”. The main idea can be summarized by the following steps.
Starting from a χ2 function to quantify the discrepancy between data and theory one determines
a set of best fitting PDFs from a global data set. For this a sufficiently flexible model with d free
parameters is assumed. Then a base of d eigenvectors of the Hessian matrix12 is obtained. In the
next step one constructs 2·d PDF sets varying the parameters up and down by a certain quantity
in χ2 along the directions given by the eigenvectors. In this way one receives an estimation of the
uncertainties by studying the consequent variations of the considered observables. A detailed
discussion of the method can be found in [130].
In practice it may be too extensive to repeat the generation and simulation of a sufficient

number of events for every set of PDFs. This is certainly the case for a model unspecific
approach with many final state topologies and several observables. Instead one can estimate the
uncertainties on a per event basis under the assumption that the PDF contributions to equation
(8.21) can be factorized out. In this case one calculates a new weight for each given event and
PDF set k [131] by applying equation (8.22). The case k = 0 corresponds to the best fit PDF.

wkij =
fki
(
xi, Q

2) · fkj (xj , Q2)
f0
i (xi, Q2) · f0

j (xj , Q2)
(8.22)

For a practical justification of the reweighting procedure and an instruction to implementing
PDF uncertainties in CMSSW one may refer to [132]. In this work the PDF set CTEQ6.1 [133]
has been used. CTEQ6.1 features 40 eigenvector sets for the parton distribution functions and
one additional best fit parametrization.
Additional details concerning the inclusion of PDF uncertainties into the MUSiC framework

can be found in [134]. For the dicing of hypothetical experiments the resulting variations on
final distributions due to differing choices of PDF eigenvector sets are summarized into a single
normal or lognormal prior function which is incorporated via equation (8.18) or (8.19).

12the matrix one receives by evaluating the second derivatives of χ2 at the minimum [130]
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Cross Sections

Apart from the uncertainties imposed by the parton density functions there are further un-
certainties on the LHC cross sections. The quantum field calculations which provide the hard
parton-parton cross sections for a given process are always executed at a limited order in pertur-
bation theory. Thus the knowledge about higher order corrections is restricted though it may be
possible to make an assessment of the possible differences. Additionally there are uncertainties
on the low energy QCD calculations that are used for the decay chains and the shower devel-
opment of hadronic components. For the moment these effects are combined into an additional
global uncertainty of 10% for the total cross sections of all backgrounds. This uncertainty is
also applied to all signal samples which are used for the test scenarios presented in chapter 10.
As parton density functions are treated seperately, this pragmatic approach is conservative for
many of the contributing processes and analysed variables. The framework allows to assume a
different uncertainty for each background process if additional information is available. It would
also be possible to incorporate dependencies on relevant kinematic variables like the transverse
momentum in a future development. The statistical incorporation into the dicing procedures is
achieved by the application of equations (8.18) and (8.19). The uncertainty is considered to be
fully correlated within each process but independent for different backgrounds.

Efficiencies

Especially when extrapolating to very high energies the efficiency of reconstructing objects is
subject to systematic uncertainties. In the case of leptons and photons the W and Z standard
candles can be used to estimate the corresponding efficiencies from data. For the case of muons
this is described in [135] but the respective uncertainties will further increase when extrapolating
to very high energies. For now a global relative uncertainty on the reconstruction efficiency of
2 % for electrons, muons and photons and 1 % for jets is assumed. Errors on different types of
objects are assumed to be independent.
For dicing according to strategy DN a normal prior with relative error σrel,i is used to model

the uncertainty on each object of type Ai. For each pseudo-experiment the diced efficiencies are
applied to all bins. Then for a class requiring Ni objects of type Ai the effects are combined by
applying (8.18) according to σrel,i Ni times for each object type i.
When working with DLN one can assume a lognormal shape for the prior related to σrel,i.

Then the uncertainty on the reconstruction efficiency of Ni required objects of type Ai is modeled
by multiplying the value realized in the respective pseudo experiment Ni times.

Fake Probabilities

Based on simulated events several assessments of fake contributions to reconstructed photons
have been presented in section 7.1. Such studies provide information on the rough probability
fA 7→B that an object of type A is misidentified as an object of type B. Usually the fake probabil-
ities depend on additional parameters like pT . The estimation of fake contributions from event
simulations allows to estimate backgrounds, but the simulated fake probabilities are certainly
not precise. The results may vary significantly with respect to inputs like the alignment, the
actual detector material budget (e.g. in case of fγ 7→e), the magnetic field and other influences.
Thus reliable evaluations of fA 7→B can only be established from data. Even then the corre-
sponding relative uncertainties on fA 7→B might still be substantial. There are ongoing studies
concerning the estimation of fake probabilities within the CMS collaboration (see e.g. [136] or
[137]). Once data based results are available from such studies it is possible to correct the weight
of simulated background events with fake objects with respect to the measurements. For now
this is not the case and only an assessment of the expected uncertainty on such measurements
can be taken into account for the evaluation of test scenarios.
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8.4 Dicing of Pseudo Experiments

The inclusion of the uncertainty on fake contributions into the algorithm is implemented by
a reweighting of all included background events. Consider an event with Ni fake objects of type
Ai. A fake object is defined to be an object which is not matched to a generated object of the
same type within ∆R < 0.2 (∆R < 0.5 for MET) (see also section 7.1). It is assumed that the
weight w of an event is given by

w = c ·
∏
i

fNii ; c ∈ R .

The parameters fi are the combined probabilities of faking an object of type i. Assuming
standard error propagation the relative change in weight is

σw,rel =
√∑

i

N2
i σfi,rel (8.23)

where σfi,rel is the relative uncertainty on faking an object of type i. All events are reweighted
by applying

w′ = w (1± σw,rel) . (8.24)

Then for each bin one can compare between the expected number of events in the reweighted
and the original event samples. The resulting difference provides an estimate of the relative error
which should be expected due to the uncertainty on fake probabilities. The relative differences
are used to model a prior function which is included by application of (8.18) or (8.19). For each
pseudo experiment only one value is drawn from the prior function and applied to all bins in all
distributions. It is clear that there are several underlying simplifications in this procedure. For
example possible kinematic dependencies of fi are not yet taken into account and the influences
of trigger effects are not independently taken into account. For now it is assumed that all fake
probabilities are only known up to a factor of two. This implies fi,rel = 1.

Jet Energy Scale

For several reasons there is a remaining uncertainty on the jet energy measurement. At the
analysis level one is usually interested in the properties of the parton from which the jet origi-
nates. Both theoretical and experimental aspects cause problems for a correct calibration of the
jet energy scale. The theoretical effects include details of the fragmentation model and aspects
related to initial and final state radiation. Further complications are caused by multiple parton
interactions and pile-up [138]. A related issue are performance parameters of the jet algorithm
like the energy deposited outside of the cone during event reconstruction.
On the experimental side there are uncertainties related to the detector response. Several

studies have been dedicated to the preparation of strategies for the jet energy calibration at
CMS. They comprise studies evaluating dijet events [139], photon plus jet production [140] and
Z events with one additional jet [138]. Though the actual uncertainties certainly depend on
parameters like η or pT the studies suggest that working with a global uncertainty on the jet
energy scale of 5% is a conservative assumption when considering scenarios with an integrated
luminosity between 100 pb−1 and 1 fb−1. In order to assess the respective uncertainties for the
considered distributions the preselected jets are rescaled both up and down by 5%. The MET
variable is corrected for the residual change in pT of the rescaled jet collection. Then the final
distributions for each event class are reevaluated. The difference between the scaled samples
and the unscaled reference sample is used to model the uncertainty for each bin. The averaged
deviation from the unscaled sample is chosen as a 1σ environment for the estimation of a normal
prior for DN and for the estimation a lognormal distribution in the context of equation (8.19).
In each pseudo experiment the jet energy scale is fully correlated for all bins. Figure 8.8 shows
the influence on the pT spectrum of a simulated tt̄+Jets sample from rescaling the jet energies
by 5 % .
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Figure 8.8 Simulated jet pT spectra at reconstruction level from tt̄+Jets for the reference values
from the simulated jet reconstruction and for rescaling the jet energy scale once up
and once down by 5%. The colored band marks the respective relative change of
the number of events per bin, σrel,Njet , as a function of pT . The dashed lines label
the reference scale for σrel,Njet .

Statistical Uncertainty on the Number of Simulated Events

The background prediction in each region is based on a limited number of simulated events.
Accordingly, the estimation of each simulated background is subject to a statistical uncertainty
on the number of events that contribute to a given bin. This aspect is of special importance
when large scale factors are involved as it is for example often the case for the QCD multi-jet
background.
Though such an uncertainty can always be reduced by the simulation of additional events

there are often practical limits due to the finite amount of available computing resources. During
the dicing procedure the uncertainties on each process are combined into an assessment of the
resulting relative error. The variances of those Poisson distributions that one would expect if
taking the original number of events as their respective mean are added in quadrature. For
each pseudo experiment the uncertainty is included independently for each bin (eq. (8.18) or
eq. (8.19)). Though this kind of evaluation is only approximate it is considered to model the
size of the effect correctly and allows for an increased consistency between the dicing and the
evaluation of the p-value.

Statistical Uncertainty on the Observed Number of Events

For each pseudo experiment the resulting number of events in a bin is drawn from a Poisson
distribution. The mean is the expected value of the background distribution which has been
diced according to all considered systematic uncertainties.

8.4.2 Choice of Parameters for pN and pLN
During the discussion of systematic uncertainties two methods for repetitive dicing of H0 (the
Standard Model expectation) have been outlined. For the background mean in each bin one of
them leads to normal distributions for a consistent application of pN and the other to lognormal
distributions for a bin-wise consistent application of pLN . For a given region it is necessary
to combine the different uncertainties for the included bins to a combined background prior of
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8.5 Dynamic Binning and Fill-up to Confidence Level

normal shape for the application of pN and to a prior of lognormal shape for the application of
pLN .

Application of pN
One can make use of the fact that adding independent normal distributions leads again to normal
distributions via equation 8.25.

if X ∼ N (µ1, σ1) and Y ∼ N (µ2, σ2) then

X + Y ∼ N(µ1 + µ2,
√(

σ2
1 + σ2

2
)
) (8.25)

In this way the parameters according to which the systematic errors have been handled can be
combined into one global normal pdf for each region. This pdf is then used as the background
prior of pN .

Application to pLN
Treating errors according to (8.18) one multiplies lognormal distributions. This implies that the
combined shape for the pdf can be built by making use of equation (A.14) if the uncertainties are
fully correlated between the bins summarized into a region. In this way it is possible to handle
the uncertainties on fake probabilities, efficiencies, luminosity, parton density functions and jet
energy scales. Uncertainties on cross sections and statistics of simulated events are additive and
can cause deviations from the assumed lognormal shape when combined for different processes
(cross sections) or bins (number of simulated events). It has been shown in section 8.3 that
for sufficiently small uncertainties the normal and lognormal shapes are very similar. However
a lognormal background prior is more conservative for a highly significant excesses of observed
events if the lognormal pdf is parametrized as described in section 8.3. Taking these results into
account one can construct a reasonable solution for dealing with the remaining uncertainties by
adding the additively contributing standard deviations in quadrature and building a lognormal
pdf with k = 1 + σcombined,rel. Such a procedure for handling systematic uncertainties has been
proposed as a general solution for sufficiently small uncertainties in [122]. Here it is only applied
if a direct combination of uncertainties with equation (A.14) is not feasible.

8.5 Dynamic Binning and Fill-up to Confidence Level
Before letting the algorithm run on a selected distribution of an event class the “binning” needs to
be fixed. It is certainly not desirable to choose bin widths which are significantly narrower than
the experimental resolution as this would artificially reduce P̃ without increasing the amount
of evaluated information. If for the resulting dynamic binning the statistics of simulated events
is insufficient it may also be beneficial to require a minimal bin size in order to reduce the
possibility of statistically pathological situations. At the moment the dynamic rebinning is
applied as explained in the following paragraph [141].
For a

∑
pT distribution the bin width is adjusted according to a worst case scenario. The

resolution of the variable is calculated according to the required object with the lowest pT
resolution. Parameters for the resolution of the respective physics objects have been collected
from several studies within the CMS collaboration. For the MET variable a simulated MET
resolution is applied. As a temporary solution it has been decided to adjust the bin size for
Minv on the basis of the

∑
pT variable.

Especially in the high energy tails of some distributions there is a lack in statistics of the
simulated Standard Model events. One possibility would be to comprise the complete tail into
one bin starting form where Monte Carlo statistics begins to be insufficient. But then one might
omit important features of the data distribution. A generic way to address such regions lacking
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statistical information for a given background sample is to fill up the region to its confidence
level. Here the confidence level corresponds to the mean of a Poisson distribution for which
there is an 68% (1σ) probability of not finding an event. According to this strategy one would
estimate for a given background that has no contribution for a given region that

µb = 1.15 · scalefactor . (8.26)

Unfortunately the background distribution in the affected region is usually unclear so that one
needs to fill up every bin in the region which has a data entry according to (8.26) in order
to assure conservatism for possible excesses in the data. If the filled up background mean is
larger than the data entry the background mean is reduced to the data level to avoid artificial
deficits. Sometimes the scalefactor can be so large that filling up every bin containing data will
obfuscate the complete region. Thus it should be considered imperative for the MUSiC analysis
to provide sufficient background statistics in as many distributions and corresponding bins as
practically achievable once running on real data. For the moment the necessary fill-up procedure
is implemented by the simple algorithm presented in table 8.3.

if (bin empty ∧ data entry)
1. fill up all background processes having entries in the direction of

higher energies
2. fill up background processes from the five closest bins having entries

in the direction of higher energies

if (filled up background mean > data entry)
3. reduce background mean to data level

Table 8.3 Simple algorithm for a provisional fill-up procedure

Tests suggest that this procedure produces reasonable results in many situations. An practical
example in the context of an evaluated test scenario is given in figure 10.8 (see section 10.1). But
still it is easy to construct situations in which the performance is not optimal. Thus the fill-up
procedure should only be used as a makeshift where no better solution is practically achievable.

8.6 Evaluated Variables
The execution time of the full algorithm grows only linearly with the number of considered
distributions. Still, it is reasonable to restrict the MUSiC analysis to a small number of evaluated
variables. This is of special importance during the period of early data taking. Though the
search of deviations is highly automatized, the evaluation of results is expected to involve a fair
amount of educated interpretation. The overall number of evaluated distributions is equal to the
number of classes times the number of variables. Even if only a few variables are considered, the
resulting number will already be far from small (∼ O(1000) for the current number of classes and
variables). Once the corresponding results are well understood it is straightforward to extend
the choice of variables while pushing the required understanding of the detector performance
and the necessary quality of Standard Model simulation to new limits. The selection of variables
should be based on the idea that they might be sensitive to new physics. On the other hand
they should not reflect any strongly model specific assumptions. Three variables are analyzed
for the test scenarios evaluated in section 10.∑

pT The scalar sum of transverse momenta for all selected objects within an event is a useful
variable as its justification is merely based on the assumption that new physics might turn
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up in events with high energy objects from a high momentum transfer between partons.
A high momentum transfer implies that the interaction in the laboratory frame will tend
to take place with a rather balanced momentum between the partons. Hence the resulting
high energetic particles have momenta with higher transverse momenta than particles with
comparable energy from interactions which correspond to a center of mass system that is
more boosted with respect to the laboratory frame. For each event in a given class the
considered sum is calculated as∑

pT =
∑
i

∣∣∣piT ∣∣∣ , i = 1 . . . Nselected objetcs . (8.27)

Minv The invariant mass is calculated via

Minv =

√√√√(∑
i

Ei

)2

−
(∑

i

~pi

)2

, i = 1 . . . Nselected objects . (8.28)

Minv is a Lorentz invariant quantity. With respect to the decay products of a decaying
on shell particle it corresponds to its rest mass. This can be understood in an easy way
by evaluating Minv in the rest frame of the decaying particle. If new physics leads to
phenomena which can be interpreted in terms of new decaying particles then calculating
the invariant mass of their respective decay products will lead to peaks in the corresponding
invariant mass spectrum. For events with missing transverse energy (MET) the invariant
mass is not well defined as the longitudinal component of the energy is unknown. For
these classes the variable Minv is replaced by the transverse invariant mass MT .

MT =

√√√√(∑
i

EiT

)2

−
(∑

i

~piT

)2

, i = 1 . . . Nselected objetcs (8.29)

MET The calculation of the missing transverse energy for a given event has been outlined
in section 7.1.4. Because of the composite structure of the proton the high energetic
parton-parton interactions as observed by the detector do usually not take place in the
center of mass frame. Particles with low transverse momentum which leave the interaction
point along the beam pipe are not detected. Hence the longitudinal energy of particles
which interact too weakly to be measured in the CMS experiment (e.g. Standard Model
neutrinos) is only poorly restricted. In contrast to this the conservation of 4-momentum
implies that the transverse component will usually be balanced by a detectable energy
deposition in the detector. The idea of additional contributions to the observable missing
transverse energy due to particles like for example gravitons or other kinds of new weakly
interacting neutral particles is present in many proposed extensions of the Standard Model.
The appeal of such models is often driven by the astrophysical evidence of dark matter
which may have its origin in the existence of weakly interacting massive particles. Such
particles would increase the MET contributions to those event classes in which the new
weakly interacting particles are produced.

8.7 A Remark on Early Data Taking
Once the analysis runs on “real” CMS data observed deviations need to be evaluated in a
very careful way. Deviations might not be caused by new physics but can result from an
underestimation of the involved uncertainties. The reason for such an underestimation could be
a false impression of the performance of some of the many contributing inputs for the analysis.
Such problems could be due to the detector response or the simulation of background events.
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Additionally there might be unexpected effects in the event reconstruction or simply errors in the
software. Though these possibilities remain important during all stages of the MUSiC analysis
they are even more prominent during early data taking. It is very likely that at least some of
the mentioned factors will result in observed deviations once running on early data. At this
stage the main purpose of the MUSiC algorithm will thus be to trace back the deviations to
their respective origins. In this way MUSiC can contribute to the understanding of the detector
in the role of a “global physics monitor”. This has been evaluated in greater detail in [2] and
[134]. Once the CMS detector is well understood and after rediscovery of important features of
the Standard Model the focus will shift to the aim of finding potential evidence of new physics.
It is a viable question how the MUSiC analysis can restrict the number of observed deviations

that present effects of little interest during the period of early data taking. A straightforward
approach would be to restrict the range of considered classes and regions. In this way one could
blind the algorithm with respect to regions which are considered to be susceptible to misinter-
pretations. For example one could evaluate only regions with a minimum number of observed
or expected events or leave out exclusive classes with high jet multiplicities. A further idea
might be to improve the estimation of backgrounds by subdividing the range of the considered
variables. Thus one would for example start with evaluating events up to

∑
pT = 250GeV. If

the corresponding regions are found to be free from significant deviations they can be regarded
as signal free regions in a subsequent analysis step evaluating the high energy tails. In this
way they could be used for the employment of data-driven techniques resulting in improved
background estimates.
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9 Coverage Properties of the Applied p-Values

In this section several tests are presented which evaluate the coverage properties of pN and pLN .
The notion of coverage has been introduced in the context of equation (8.8). The idea of the
presented tests is to analyze if under controlled assumptions the p-value falsely rejects the null
hypothesis as often as implied by interpreting its value as a type I error rate. In section 8.2 it
has been explained that the applied p-values should prove be to close to exact or at least have
overcoverage (i.e. be conservative) in most situations in order to achieve a good performance of
the search algorithm.
In order to check the coverage properties of a p-value one has to fix the probabilities of all

parameters that enter the definition of the p-value. This decision about the “statistical truth”
defines the specific test. Additionally one has to decide which value of p is tested. This value
is labeled Zclaim if it is expressed in terms of normal standard deviations. In principle several
possibilities of calculating the coverage exist. The straightforward way to proceed is to sample
hypothetical experiments according to the made assumptions. For each of those experiments
the p-value is evaluated. In the limit of an infinite number of such hypothetical experiments the
probability of finding a more extreme result than stated by Zclaim stabilizes at the value Ztrue.
In practice one dices enough experiments to ensure that statistical uncertainties on Ztrue are
small compared to the desired exactness of the results. This “dicing method” is fairly robust
and can be adapted to a wide range of possible test conditions.
The observed difference Ztrue − Zclaim

1 is the chosen measure of coverage which is stated
for a given coverage test. Unfortunately dicing a large number of input values and calculating
the corresponding p-values can be quite demanding in terms of computing resources. This
makes the evaluation of the coverage difficult when evaluating high significances or scanning
test conditions depending on a set of input parameters. In several conceivable scenarios it is
also possible to identify the coverage properties with analytical [142] or semi-analytical methods.
Such an approach requires a dedicated formulation for each test and might become extremely
difficult or even impossible to construct for sophisticated scenarios.
For the purpose of a model unspecific search the intermediate range of significances between

Z = 2 and Z = 5 is of special importance. Additionally the presented studies focuses more on
the identification of interesting deviations than on the exact quantification of significances of
extreme observations. Thus most results are obtained by dicing large number of hypothetical
experiments. Here the range of tests has been restricted to analyzing the coverage of an observed
excess of events but the methods can be extended to an evaluation of deficits without additional
conceptual difficulties. For the sake of clarity the chosen notation is summarized in table 9.1. It
should be emphasized that p-values like pN and pLN are a common tool in statistical evaluations.
The presented results are therefore not only of interest in the context of a model unspecific
search but may be transfered to other applications. The notion of coverage for a p-value may
be defined for any p-value. But reasonable tests may vary with the definitions of the p-value
and the experimental context.
One possibility is to test a scenario in which the truncated normal prior used for pN truthfully

describes the probability of assuming background means µ. In this case µb is both the mean of
the prior and the true mean of the Poisson distribution. Additionally, the uncertainty one would
state under the assumption of µ needs to be defined. In the first test it is assumed that for each

1Ztrue − Zclaim > 0 means overcoverage (conservative),
Ztrue − Zclaim < 0 means undercoverage (liberal), see section 8.1
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Z p-value transformed into normal standard deviations (one sided) accord-
ing to equation (8.2)

ZN , ZLN p-values pN and pLN (see section 8.3) transformed into normal standard
deviations (one sided) according to equation (8.2)

Zclaim level of significance that is tested in terms of a Type I error rate
Ztrue fraction of hypothetical experiments in which Z < Zclaim is observed

transformed via formula (8.2)
non number of counted events in a hypothetical experiment
µtrue the mean of the Poisson distribution realized in nature
µdiced the assumed mean of the Poisson distribution in a given hypothetical

experiment
k , b0 parameters modeling the uncertainty of the background prediction for

pLN as defined in equation (8.17)
σb , µb parameters modeling the uncertainty of the background prediction for

pN as defined in equation (8.17)

Table 9.1 Listing of notation used in the context of the presented coverage tests

µ an uncertainty of f · µb is used for the calculation of pN . Thus the parameters f and µb need
to be defined to fix the parameters of this kind of coverage test. The algorithm evaluating the
coverage for given parameters f and µb is outlined in table 9.2.
Results for Zclaim = 3 scanning up to a relative uncertainty of 15% are presented in figure 9.1.

Corresponding results for Zclaim = 2 can be found in figure B.6 in the appendix. One can see that
for this type of scenario Ztrue−Zclaim is close to zero (meaning close to exact) for a wide range of
possible parameters. The behavior for other tested significances Zclaim is similar (tests for single
sets of parameters have been performed up to about Zclaim = 5). Overcoverage is only observed
for parameters with small background means µb,true. In this range also a slightly oscillatory
behavior of the coverage is found. This effect is stronger in the region where the uncertainties
are very low. Both of these trends become more prominent when evaluating background means
smaller than 1 as shown in figure 9.2. The reason for these effects is connected to the properties

1. set value of Zclaim
2. fix the background µtrue and set σb = f · µtrue

for a sufficient number of times {
3.1 dice the observed number of events non from a Poisson distribution

with mean µtrue
3.2 dice the assumed background µdiced for this pseudo-experiment from

a truncated normal distribution Ntrunc(x, µtrue, σb)
3.3 if µdiced > non set ZN to a value smaller than Zclaim (only testing for

observed excess)
3.4 if µdiced < non evaluate ZN (non, µdiced, σb)

}

4. calculate Ztrue from the fraction of hypothetical experiments with ZN >
Zclaim

5. report coverage by stating Ztrue − Zclaim

Table 9.2 Algorithm for testing pN with fixed absolute uncertainty
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Figure 9.1 Coverage of pN probing Zclaim = 3 for the scenario outlined in table 9.2 with
σb = f · µtrue

of the Poisson pdf.
As only natural event numbers can be observed, the distribution needs to be discrete. If

uncertainties and background mean are small the relevant part of the prior for the background
is centered on an interval of backgrounds much smaller than 1. Then the coverage properties
are dominated by the Poisson probabilities of observing zero or only few events. Consequently,
reducing the true background just by a small amount can cause one of those discrete probabilities
(let us for example say non = 2) to contribute to Z > Zclaim. This can have a large effect on
the coverage. This kind of behavior does not strongly depend on the chosen background prior
and occurs also for scenarios in the context of pLN .
If one believes that the presented scenario is a good description of the encountered uncer-

tainties one may conclude that pN has good coverage properties. Unfortunately this is hard to
decide in practice.
For example, one can consider a situation in which the assumed relative uncertainties are

independent from the background mean that is given in an hypothetical experiment. In this
alternative scenario one would assign a relative uncertainty of x % to one’s method of estimating
µb independent of the outcome of the actual measurement.
In this case it is found that one may encounter severe undercoverage if the uncertainties are not

negligible. A evaluation of the corresponding findings for Zclaim = 3 is shown in figure 9.3. The
necessary changes that need to be applied to the algorithm are outlined in table 9.3. In principle
one could try to think of other scenarios in which one could model different reasonable functions
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Figure 9.2 Coverage of pN probing Zclaim = 3 for scenario 9.2 in the case of small background
means

3.4 (modified) if µdiced < non evaluate ZN (non, µdiced, σb,rel), where σb,rel = f · µdiced

Table 9.3 Changes to the algorithm outlined in 9.2 for testing pN with fixed relative uncertainty

describing the probability for a given σb for a hypothetical experiment. For such a generalization
the presented test would then correspond to the special cases Pr (σb) = δ (σb − f · µb) and
Pr (σb) = δ (σb − f · µdiced).
The results depicted in figures 9.1, B.6, 9.3 and B.7 can be compared to results presented

in [117] and are found to be in good agreement. In [117] the corresponding results have been
derived in a somewhat different way which is more test specific, but applicable to a wider range
in Zclaim. Such an alternative procedure for the test outlined in table 9.2 is summarized in table
9.4. Comparing the results presented in figures 9.1 and B.6 with this algorithm provides a good
test for a working implementation of the “dicing method”. In order to allow for some flexibility
for a possible expansion to alternative priors the TMinuit minimization package [143] is used to
find µlim (see table 9.4 for a definition of µlim). Though in principle using TMinuit extends the
applicability to other p-values the starting parameters and the range must be carefully chosen to
achieve correct results. Here this approach was mainly intended as a consistency check. Results

1.-2. as in table 9.2

loop over (possibly relevant) values of non {
3.1 find value µlim (if possible by analytical methods) for which

Z (non, µlim, σb) = Zclaim
3.2 integrate probability for µ < µlim (implying ZN > Zclaim)

}

4. sum up Pr (Z > Zclaim|non) for all non and calculate Ztrue
5. as in table 9.2

Table 9.4 Alternative method for testing pN with fixed absolute uncertainty
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Figure 9.3 Coverage of pN probing Zclaim = 3 for a scenario with σb = f · µdiced

for a range of parameters are shown in figure 9.4 for Zclaim = 2. As expected no significant
differences between the methods can be observed.
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Figure 9.4 Coverage of pN probing Zclaim = 2 for the alternative method summarized
in table 9.4

It is possible to investigate the coverage for pLN in similar scenarios. For evaluating pLN accord-
ing to equation (8.17) the parameters b0 and k for the lognormal distribution need to be chosen
for each hypothetical experiment. For a first test it is assumed that the probability distribution
of b0 is indeed given by a lognormal distribution with k = 1+f and median btrue = µtrue. µtrue is
the mean of the realized Poisson distribution from which non is drawn. Additionally it is chosen
to set k = 1 + f for each hypothetical experiment. To get a better understanding of this situa-
tion one has to recall that in section 8.3 it has been decided to fix k = 1 + relative uncertainty.
Therefore this test resembles the situation of testing pN for a fixed relative error as presented
for the example Zclaim = 3 in figure 9.3. The corresponding algorithm for pLN is summarized
in table 9.5 and results for a range of parameters with Zclaim = 3 are shown in figure 9.5. For
comparison the respective results for Zclaim = 2 are depicted in figure B.8. Comparing figure 9.5
with figure 9.3 one finds that pLN has better coverage properties for a scenario with fixed relative
uncertainties. Thus if both a normal and a lognormal parametrization of the background prior
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1. define Zclaim
2. fix the background µtrue and set k = 1 + f

for a sufficient number of times {
3.1 dice observed number of events non from a Poisson distribution with

mean µtrue
3.2 dice the assumed background b0,diced for this pseudo-experiment from

a lognormal distribution Λ(x, b0 = µtrue, k)
3.3 if b0,diced > non set ZLN to a value smaller than Zclaim (only testing

for observed excess)
3.4 if b0,diced < non evaluate ZLN (non, b0,diced, k)

}

4. calculate Ztrue from the fraction of hypothetical experiments with
ZLN > Zclaim

5. report coverage by stating Ztrue − Zclaim

Table 9.5 Algorithm for testing pLN with fixed relative uncertainty
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Figure 9.5 Coverage of pLN testing Zclaim = 3 for the scenario outlined in table 9.5 with
k = 1 + f
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seems to be reasonable, using pLN should be the preferred choice if fixed relative uncertainties
are found to present a convincing description of additional hypothetical experiments.
Being critical one might argue that scenarios in which the distribution from which the pa-

rameters like µb are sampled match exactly the assumption of the p-value might still be too
much in favor of a good performance in terms of coverage. Hence it makes sense to investigate
the effects of loosening the correspondence between the background prior and the test scenario.
Straightforward possibilities include an offset for the median, a differing width, or a change in
the shape of the distributions according to which the pseudo experiments are sampled.
Figure 9.6 shows an example in which the coverage is evaluated for fixed values of σb and µtrue

as a function of an offset ∆µ between µtrue and the median of the normal distribution from which
µdiced is sampled. The result is a test similar to what is outlined in table 9.2. The differences are
outlined in table B.1. As expected the coverage deviates from zero for an increasing offset. In
the evaluated range the deviation is approximately linear. The graph becomes less smooth for
∆µ > 10. In this region a result with Z > Zclaim is sufficiently improbable to cause statistical
fluctuations that are not negligible with respect to the chosen number of pseudo experiments.
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Figure 9.7 Left: coverage of pN probing Zclaim = 3 for a special parameter point in dependence
of a varying value of the assumed parameter σtrue . Right: coverage of pN probing
Zclaim = 3 for a special parameter point in dependence of a varying value of the
assumed parameter ktrue . coverage > 0 signals overcoverage.
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Figure 9.8 Coverage of pLN testing Zclaim = 3 for the scenario outlined in table B.4

One can also evaluate the varying coverage if there is a difference between the assumed un-
certainty on the background mean and the width of the distribution according to which the
pseudo-experiments are sampled. The results make an assessment of the significance of an ob-
servation if one does not agree with the uncertainty that has been assumed. In figure 9.7 such a
scenario is evaluated for a fixed set of parameters while varying ktrue for pLN and σb,true for pN .
The uncertainties k and σb are kept at fixed values with ∆σ = σb − σb,true and ∆k = k − ktrue .
The corresponding changes to the previously prescribed procedures are outlined in tables B.2
and B.3.
There is undercoverage if the uncertainty is underestimated and overcoverage if a larger uncer-

tainty than implied by the dicing procedure is assumed. The shift in coverage in the evaluated
region is found to be roughly linear for the chosen parameters.
It is also possible to study the influence on the coverage if the pseudo experiments are diced

according to a pdf that is different from the distribution assumed in the evaluation of the p-
value. Figure 9.8 presents a scenario in which the test for pN assuming a fixed relative error
(see table 9.3) has been modified towards an evaluation with pLN . Still the background means
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Figure 9.9 Left: comparison between diced parameter points resulting in Z > Zclaim for testing
pN in the scenarios with absolute and relative uncertainties. µtrue is fixed. Right:
The same, but comparing pN in the scenario with absolute uncertainty with the
results of employing pLN for the same dicing procedure.
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are sampled from a normal distribution but the significance is evaluated with pLN for which it
is assumed that k = 1 + f and b0 = µdiced (as argued in section 8.3 this is a reasonable choice).
The respective modifications to the algorithm are presented in table B.4. The results for this
test for Zclaim = 3 are presented in figure 9.8. They can be compared to what is presented
in figure 9.3 as both scenarios assume a fixed relative error for the pseudo experiments. Both
examples show undercoverage though the performance in the scenario with pLN is slightly better.
The underlying reason for the observed undercoverage is explained in figure 9.9. Here for fixed
values of f and µtrue both scenarios are compared with the test for pN assuming a fixed absolute
error. The latter shows almost perfect coverage for the chosen parameters. Pseudo-experiments
resulting in Z > Zclaim are shown in dependence of non and µdiced. In both cases comparatively
lower values of µdiced already result in Z > Zclaim for each given value of non. This causes the
observed undercoverage.

It has been demonstrated that the coverage properties of p-values show a rather complex be-
havior in the different test scenarios. Both pLN and pN have good coverage properties in some
of the evaluated examples. Still one should be aware that there are potential problems which
might lead to misinterpretions of the significance of observed deviations in unfavorable cases.
Therefore it makes sense to have more than one p-value available for crosschecks. As the cov-
erage properties for a given test scenario clearly depend on the chosen background prior of the
p-value, the presented coverage tests provide additional arguments for studying alternatives to
normal background priors.
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10 Test Scenarios with High pT Photons

In this section several test signatures are used to evaluate the functionality and the operational
liability of the MUSiC analysis framework for signatures with high pT photons. Showing that the
envisioned analysis is sensitive to some of such models gives confidence in the implementation
of the workflow and strengthens the credibility of the claim that a model unspecific approach
might be able to find hints of new physics. Some of the incorporated signal events are taken
from the official CMS signal production. Other samples have been kindly provided by CMS
members working on a dedicated analysis or have been produced in cooperation with others.
In an analysis with “real” data the value pmin is determined for each distribution. Then pmin

is used to determine the significance P̃ in order to account for the look-elsewhere-effect. As
explained in section 8.2 this is achieved by dicing a large number of hypothetical background
only (B) experiments. If one is testing the algorithm with the help of a signal sample that has
been generated with respect to a specific model it is also possible to dice a number of signal
plus background experiments (S + B). In this case the systematic and statistical uncertainties
on the signal sample are also taken into account. This allows to estimate the expected pmin
distribution for a particular signal plus background scenario. For such tests one defines P̃ to be
the fraction of background only experiments which results in higher significances than given by
the median of the signal plus background distribution. This is outlined in equation (10.1).

P̃ =
number of (B) experiments wit pmin(B) < pmin,median(S+B)

total number of (B) experiments (10.1)

P̃ is to be interpreted as the expected significance. For example P̃ = 4σ would state that for a
particular test model and event class one would expect to find a significance of more than 4σ
with 50 % probability. Of course, if the test scenario is found to be highly significant, it will not
always be possible or worth the necessary effort to dice enough pseudo experiments for an excact
determination of P̃ . In these cases only a lower limit on P̃ is given by stating the number of (B)
experiments that have been diced without finding any case with pmin(B) < pmin,median(S+B). In
principle it is clear that for all the mentioned scenarios there is a statistical uncertainty on P̃ . In
order to keep things simple this uncertainty is not explicitely covered, because it is not relevant
for the interpration of the evaluated test scenarios. Nevertheless enough pseudo experiments
for receiving statistically stable values of P̃ are diced where this is achievable with reasonable
effort.
The feature of dynamic binning is applied in all presented scenarios (see section 8.5). Thus

care needs to be taken in order to correctly interpret the bin content in histograms which show
the signal and background expectations for each bin (e.g. figure 10.5). To arrive at a correct
number of expected events in a given bin one needs to multiply the bin entry with the fraction
of bin width and reference width.

Nexpected,i = Nentry,i ·
width i
widthref

(10.2)

Though this makes calculating expected event numbers a bit more complicated it preserves the
natural shape of the expected distribution while correctly depicting the chosen bin widths.
All evaluated test scenarios assume a center of mass energy of

√
s = 10TeV. Depending on

the specific test signal the assumed luminosity is either 1 fb−1 or 100pb−1. The cross sections of
the samples are taken at leading order and have not been corrected for higher order k-factors.
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10.1 Supersymmetric Scenarios with Gauge Mediated Supersymmetry Breaking (GMSB)

The following scheme is used to label the event classes (see section 6.6) in an unambiguous way:
For exclusive event classes the multiplicity of each required object is indicated (e.g. 2e1γ3jet).
For inclusive event classes the label +X is appended to the minimal content of objects (e.g.
1µ1γ +X).

10.1 Supersymmetric Scenarios with Gauge Mediated
Supersymmetry Breaking (GMSB)

Supersymmetric models including the mechanism of Gauge Mediated Supersymmetry Breaking
(see section 3.1) present one possibility of solving issues like the hierarchy problem with the
help of a supersymmetric approach. In the considered model the lightest neutralino χ̃0

1 is the
next to lightest supersymmetric particle (NLSP). The GMSB parameters are fixed according to
what has been proposed as the SPS 8 benchmark scenario in [25], leaving Λ as a free parameter.
A promising way to detect potential GMSB signals is to look for the decay of the NLSP. The
requirement of R-parity imposes the pairwise creation of supersymmetric particles. If the NLSP
decay is a probable process within each decay chain, then it is expected to be observed in pairs.
For the chosen model the predominant decay channel is χ̃0

1 → G̃ γ. As a consequence of R-parity
conservation the light gravitino G̃ is stable. The gravitino G̃ escapes the detector without direct
detection. Hence the expected signature of the two NLSP decays is 2γ +MET . The Feynman
graph representing the χ̃0

1 → G̃ γ decay is shown in figure 10.1.

χ

G

γ
1
0~

~

Figure 10.1 Feynman graph depicting the dominant signature of the NLSP decay χ̃0
1 → G̃ γ in

the evaluated GMSB scenarios

The parameters of the selected benchmark points GM1d, GM1e and GM1f are presented in
table 10.1. These benchmark points are not yet experimentally excluded [144, most recent CDF
analysis at 2.6 fb−1]. The branching ratios χ̃0

1 → G̃ γ vary between 91 % (GM1d) and 85 %
(GM1f) [26]. Other decay possibilities include χ̃0

1 → G̃ Z0. The following results assume a
1 fb−1 scenario at 10TeV. At this stage of data taking one may certainly assume a reasonable
understanding of the behavior of the missing transverse energy, including a good performance
of the basic corrections outlined in section 7.1.4.
Figure 10.2 depicts the global trigger efficiency for the GM1d signal sample. The events

feature high energetic objects which often include two photons. Thus it is not surprising that the
chosen MUSiC trigger menu (see table B.7) which incorporates several dedicated photon triggers
is found to be fully efficient with respect to the evaluated GMSB model. Details concerning the
event and object selection are discussed in chapter 7.1.

Point Λ M tan β NM sgn(µ) Cgrav M(χ̃1
0) σLO[fb]

GM1d 120 TeV 2Λ 15 1 + 1 168 GeV 299
GM1e 140 TeV 2Λ 15 1 + 1 197 GeV 124
GM1f 160 TeV 2Λ 15 1 + 1 226 GeV 58

Table 10.1 Selected GMSB benchmark points
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10.1 Supersymmetric Scenarios with Gauge Mediated Supersymmetry Breaking (GMSB)
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Figure 10.2 Global trigger efficiency for the GM1d signal sample

Because of the potentially complex SUSY decay chains it is natural to assume that the GMSB
signal events might feature high jet multiplicities. For GM1d this is checked along with several
other variables in figure 10.3. Requiring pT,jet > 60GeV the found jet multiplicities cover a
wide range up to values of about 10. The photon multiplicity of the generated events shows that
events with one or two photons are predominant. The multiplicity of the generated photons is
depicted after applying a relative isolation cut of 10 % at generator level and cuts on η and pT
to allow for a reasonable comparison with the multiplicity at reconstruction level. Consequently
the multiplicity at generator level is lowered with respect to what would be expected from the
pure χ̃0

1 → G̃ γ branching ratio. As one would expect the average photon multiplicity is reduced
after reconstruction. The remaining two plots show the photon pT spectrum of the photons
leading and second in pT . The pT distribution of the leading photon is found to be peaking close
to 100GeV.
An event visualization of a GM1d event at an early reconstruction stage with two photons,

missing transverse energy and a high multiplicity of additional jets is presented in figure 10.4.
The figure is a slightly modified version of what is depicted by the Fireworks event display [145].
Expected to be among the most significant distributions in the considered GMSB scenarios,

the
∑
pT distribution of the 2γ1MET+X class is evaluated in some detail. Figure 10.5 depicts

the results of scanning the class 2γ1MET + X. The upper two plots show the outcome of two
(S+B) pseudo experiments providing examples for the application of pN and pLN . The expected
event numbers for the signal and the background contributions are indicated for each bin. They
correspond to the evaluation of all included simulated event samples. The GM1d signal is found
to be peaking at

∑
pT ≈ 400GeV . It is dominating the background expectation by 1− 2 orders

of magnitude over a wide range of the
∑
pT distribution. The determined regions of interest1

in the pseudo experiments presented in figure 10.5 correspond to the respective range which
is delimited with dashed lines. The algorithm has picked a reasonable region in both cases.
Extending the region of interest to higher values of

∑
pT would not make sense, since this

would increase the background without including additional observed events. Consequently,
such a region would be less significant and can therefore not be the region of interest. It is
also reasonable that the extension of the region of interest to lower values of

∑
pT , where the

backgrounds are increasing, will be limited to a range featuring bins in which the number of
observed events is sufficiently higher than the respective background expectations.
The main observed backgrounds are due to contributions from the electroweak W+Jets and

Z+Jets production and QCD. That these are indeed the most important background processes
is supported by results presented in the context of a dedicated GMSB analysis [26]. For the
chosen set of selection criteria QCD multijet events seem to be somewhat more important

1the region which features the most significant deviation (see section 8)
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Figure 10.3 Up left: photon multiplicity at generator level (pT > 30GeV , η < 2.5 , isolation)
(GEN) and after reconstruction and final selection (REC). Up right: jet mul-
tiplicities for (GEN) (pT > 60GeV , η < 2.5) and (REC) (final selection). Down
left: pT distribution of the photon with highest pT for (GEN) and (REC). Down
right: pT distribution of the photon with next to highest pT for (GEN) and
(REC), all plots referring to GM1d

than QCD direct photon production. Though on average reconstructed QCD multijet events
in the 2γ1MET + X class need to contain more fake photons this is a reasonable result since
the respective cross section in the signal region surpasses the cross section of direct photon
production by several orders of magnitude (see table C.2). Direct photon production includes
single photon production through quark-gluon Compton scattering q + g → γ + q and quark-
antiquark annihilation q+ q̄ → γ+g (see e.g. [146]) and diphoton production which is dominated
by the Born diagram q + q̄ → 2γ of quark-antiquark annihilation (see [147]).
Additionally, electroweak W and Z production can cause background contributions. There

can be photons from initial and final state radiation or direct photon production like qq̄ →W+γ.
Final state photons can also stem from by misidentified jets or electrons. Both W and Z events
can show missing transverse energy from decay channels with neutrinos in the final state. Of
course additional MET contributions can be caused by mismeasurements.
The evaluated uncertainties in the presented

∑
pT distribution have a considerable influence.

For the application of pN this is indicated by the shaded 1σ error band in figure 10.5 (upper
left plot). Excluding the statistical Poisson uncertainty the error band summarizes all other
uncertainties that are applied in the dicing procedure when evaluating results according to pN .
Consequently one should expect a perceivable difference between the the use of pN and pLN as
discussed in section 8.3.
Even if the systematic uncertainties are taken into account it is still rather obvious that one

would expect a high significance in this class. This impression is supported by the values of pmin
obtained for in the presented examples.
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Figure 10.4 CMS Event display of a typical GM1d event with two photons and missing trans-
verse energy generated with Fireworks (modified colors and added labels). De-
posits in the ECAL are indicated with red and deposits in the HCAL with
blue. The yellow cones correspond to L1 jets. The missing transverse energy
(MET ≈ 280GeV) and the two photons (γ1 ≈ 245GeV , γ2 ≈ 220GeV) have been
labeled.

The other two histograms in figure 10.5 show the pmin distributions for both dicing scenarios.
As the background only (B) experiments are always diced according to pN (see section 8.4) it
is not surprising that the corresponding distributions are in full agreement. More interesting
are potential differences in the signal plus background distributions. It can be noticed that pLN
tends towards higher values of pmin and is therefore more conservative. This is in agreement with
the explanations in chapter 8.1. The tail of the distribution for low p -values that is observed
in the (S + B) distribution of the pLN scenario can be explained by the remaining difficulties
which are related to the lognormal dicing procedure. Those have been outlined in section 8.4.
In the case of non negligible uncertainties these will lead to a higher probability of dicing large
deviations than estimated by the p-value with lognormal prior. However, it should be emphasized
that for actual data there is neither need nor possibility to dice (S + B) experiments and thus
a consistent implementation of dicing (S + B) experiments is not of crucial importance. In
addition to this it is rather unlikely that this problem will have any noteworthy effect on the
median of the distribution. With respect to the evaluation of a single event class the median is
the only aspect of the (S + B) pmin distribution which is used for further investigations. For
both p-values 1.5 ·104 signal plus background and one million background only experiments have
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Figure 10.5 Evaluation of the inclusive class with at least two photons andMET for the GM1d
test scenario with L = 1 fb−1 at

√
s = 10TeV. The delimited areas (dashed lines)

shaded in grey label the region of interest for a specific pseudo experiment. Up
left: (S + B) pseudo experiment using normal dicing, (the error band illustrates
the uncertainty on the background expectation). Up right: (S + B) pseudo
experiment using lognormal dicing. Down left: pmin distribution for (B) (normal
dicing) and (S + B) (normal dicing). Down right: pmin distribution for (B)
(normal dicing) and (S +B) (lognormal dicing)

been diced. None of the background only experiments results in pmin(B) < pmedian
min . Hence it

can be conjectured that P̃ > 4.8σ for both p-values.
Figure 10.6 presents the corresponding results of evaluating the class 2γ1MET+X using GM1f

as signal instead of GM1d. For the GM1f scenario an interesting difference is found between
the two alternative versions of the algorithm. While using pN to estimate the significance of
the (S + B) pseudo experiments leads to P̃ ≈ 5σ 2 the application of pLN results in a more
conservative claim of P̃ ≈ 4σ. The results show that the GM1f benchmark point is close to the
threshold in the GMSB parameter space for which one could expect significant deviations in the
presented model unspecific approach at 1 fb−1.
The exclusive class 1e2jet1MET provides a final state without any significant signal con-

tribution from the evaluated GMSB samples. An exemplary pseudo 1e2jet1MET experiment
including the GM1d signal sample is presented in figure 10.7.
The class is correctly labeled as insignificant by both p-values. It can be argued that this

specific test provides an example of “successfully finding nothing”. This is not trivial as it

2That P̃ ≈ 5σ is clear, because due to the look-elsewhere-effect (section 8.2) P̃ is expected to be lower than the
average of pmin.
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Figure 10.6 Evaluation of the inclusive class with at least two photons andMET for the GM1f
test scenario with L = 1 fb−1 at

√
s = 10TeV. The delimited areas (dashed lines)

shaded in grey label the region of interest for a specific pseudo experiment. Up
left: (S + B) pseudo experiment using normal dicing, (the error band illustrates
the uncertainty on the background expectation). Up right: (S + B) pseudo
experiment using lognormal dicing. Down left: pmin distribution for (B) (normal
dicing) and (S + B) (normal dicing). Down right: pmin distribution for (B)
(normal dicing) and (S +B) (lognormal dicing)

is certainly an important aspect of the applied search algorithm that it should not only spot
existing deviations but also correctly identify those classes in which the data is consistent with
the background expectation. Another possibility to make crosschecks in a single class with
significant signal contribution is to scale down the signal cross section. An example for GM1e in
which the calculated cross section is lowered by a factor of ten can be found in figure B.10 in the
appendix. Claiming P̃ = 1.5σ both p-values indicate that the 2γ1MET+X class is insignificant
in this consistency check.
The

∑
pT inclusive class 2γ4jet1MET + X is presented as a second example. Figure 10.8

shows that requiring at least four additional jets makes the class almost background free. While
often only the tails of a distribution are affected by lacking statistics due to the limited number
of simulated background events, this particular class has not enough simulated events for some
samples at lower values of

∑
pT . The right histogram in figure 10.8 exemplifies for a specific

pseudo experiment that the fill-up procedure introduced in section 8.5 leads to reasonable results.
Though testing the algorithm in specific classes and distributions provides useful insights, it

is important to demonstrate that the full analysis is also working in a more realistic scenario
in which there is a multitude of classes that need to be evaluated without favoring a specific
beyond Standard Model scenario. Apart from testing the scalability of the analysis framework
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Figure 10.7 Single pseudo experiment in the class 1e2jet1MET with signal GM1d at 1 pb−1.

this allows to investigate how signal contributions to a subset of classes can change the global P̃
distribution that would be expected if the data fully corresponds to the Standard Model. Again,
the Standard Model expectation is given by the combination of event and detector simulation.
In principle it may also include supplementary inputs from data driven methods.
Corresponding to the scope of this work the evaluated classes are restricted to those requiring

at least one selected photon. This criterion was met by about 1300 classes. For each of the up to
three distributions in each given class 1.5 · 104 (S +B) experiments and 1 · 105 (B) experiments
are diced, corresponding to a limit of about 4.4σ in P̃ . The number of diced (S+B) experiments
is high enough to ensure a stable median even if the corresponding pmin distribution is rather
broad. To speed up the algorithm, regions in which less than three events are observed are
skipped if at the same time less than three events are expected. In practice this or a similar
requirement helps to reduce the number of apparently significant deviations that are based on
only few events. The dicing of the chosen number of pseudo experiments for more than 1000
classes cannot be conducted within a reasonable amount of time on a single desktop machine.
Thus for each class a dedicated grid job is sent to the local grid cluster. The full procedure has
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Figure 10.8 Evaluation of the inclusive class with at least two photons, four jets and MET for
the GM1d test scenario with L = 1 fb−1 at

√
s = 10TeV Left: (S + B) pseudo

experiment using normal dicing, (the error band illustrates the uncertainty on the
background expectation). Right: (S + B) pseudo experiment using lognormal
dicing exemplifying the fill up procedure (see section 8.5). Empty bins that have
been filled up are fully colored in blue
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Event Class pLN,min
(S+B median)

P̃
(Significance)

# SigMC # BkgMC

2γ5jet1MET+X MET 1.80 · 10−36 > 4.41σ 13.3 0.01
2γ2jet1MET+X MET 2.00 · 10−33 > 4.41σ 33.5 6.27
2γ1MET+X MET 3.85 · 10−33 > 4.41σ 57.7 7.05
2γ5jet1MET+X Minv 5.85 · 10−24 > 4.41σ 13.3 0.01
2γ5jet1MET+X

∑
pT 7.63 · 10−24 > 4.41σ 13.3 0.01

2γ1MET+X Minv 1.50 · 10−23 > 4.41σ 57.7 7.05
2γ1MET+X

∑
pT 1.10 · 10−19 > 4.41σ 57.7 7.05

1e1γ7jet+X
∑
pT 3.35 · 10−19 > 4.41σ 3.4 0.00

1e1γ7jet+X Minv 3.35 · 10−19 > 4.41σ 3.4 0.00
1e1γ5jet1MET+X MET 7.30 · 10−19 > 4.41σ 9.0 0.00
1µ1γ2jet1MET+X Minv 2.91 · 10−16 > 4.41σ 15.2 20.61
1µ1γ2jet1MET+X

∑
pT 1.76 · 10−15 > 4.41σ 15.2 20.61

2γ2jet1MET+X Minv 3.92 · 10−13 > 4.41σ 33.5 6.27
2γ2jet1MET+X

∑
pT 6.72 · 10−12 > 4.41σ 33.5 6.27

Table 10.2 A selected subset of the most interesting inclusive event classes with test signal
GM1d at 1 fb−1. For this scan lognormal dicing and pLN was used for the evaluation
of (S + B). The significance P̃ refers to the fraction of background only pseudo
experiments with pmin(B) < pmedian

min (S +B) out of 1 · 105.

been conducted twice, evaluating the (S + B) experiments with pN in the first cycle and with
pLN in the second.
Several details in the practical implementation of the algorithm help to reduce the number of

dicing steps and p-value calculations if regions are found to be clearly insignificant. Thus the
analysis of many classes terminates quickly. In contrast to this classes with considerable GM1d
signal contributions and a good detector resolution leading to a high number of fully evaluated
regions run for more than a day until termination. Almost 100% of the grid jobs could be
successfully retrieved.
Table 10.2 lists a selection of the most significant inclusive event classes that have been found in

the full scan of event classes while dicing (S+B) with pLN . The median of the pmin distribution
from dicing (S+B) is given along with the value of P̃ . If not enough pseudo experiments could
be diced the respective limit on P̃ is given. The last two columns contain the integrated signal
and background expectations for the whole respective distribution.
For all evaluated distributions significant deviations are found in some of the classes. As

expected many of the highly significant classes are found to require two photons and missing
transverse energy. While requiring additional jets may reduce the signal efficiency it also lowers
the expected backgrounds so that some classes requiring additional jets are found to be very
significant. Also some of the classes requiring a muon or electron in addition to a photon and
missing transverse energy show interesting deviations. This is not unexpected as typical decay
chains like qg → 5q + 2W + 2χ̃0

1 [26] result in the production of W bosons which can lead to
isolated muons or electrons through leptonic decays. Additionally there is the already mentioned
possibility that the NLSP does not decay into gravitino plus photon. In table 10.3 the results
that have been derived by dicing (S + B) with pN are presented for the same distributions as
chosen for table 10.2. With GM1d at 1 fb−1 one is discussing a scenario with highly significant
excesses of observed events. Thus it is in agreement with what has been discussed in sections 8.3
and 8.4 that the observed median values of pmin are found to be lower for all the distributions
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10.1 Supersymmetric Scenarios with Gauge Mediated Supersymmetry Breaking (GMSB)

Event Class pLN,min
(S+B median)

P̃
(Significance)

# SigMC # BkgMC

2γ1MET+X Minv 2.09 · 10−45 > 4.41σ 57.7 7.05
2γ1MET+X MET 9.43 · 10−45 > 4.41σ 57.7 7.05
2γ1MET+X

∑
pT 7.03 · 10−43 > 4.41σ 57.7 7.05

2γ5jet1MET+X MET 4.26 · 10−41 > 4.41σ 13.3 0.01
2γ2jet1MET+X MET 5.69 · 10−41 > 4.41σ 33.5 6.27
2γ5jet1MET+X Minv 2.40 · 10−27 > 4.41σ 13.3 0.01
2γ5jet1MET+X

∑
pT 7.48 · 10−27 > 4.41σ 13.3 0.01

2γ2jet1MET+X Minv 1.32 · 10−24 > 4.41σ 33.5 6.27
2γ2jet1MET+X

∑
pT 7.98 · 10−23 > 4.41σ 33.5 6.27

1e1γ7jet+X
∑
pT 1.59 · 10−19 > 4.41σ 3.4 0.00

1e1γ7jet+X Minv 1.59 · 10−19 > 4.41σ 3.4 0.00
1e1γ5jet1MET+X MET 3.66 · 10−20 > 4.41σ 9.0 0.00
1µ1γ2jet1MET+X Minv 1.54 · 10−17 > 4.41σ 15.2 20.61
1µ1γ2jet1MET+X

∑
pT 2.29 · 10−17 > 4.41σ 15.2 20.61

Table 10.3 A selected subset of the most interesting inclusive classes (corresponding to table
10.2 ) with test signal GM1d at 1 fb−1 using pN and normal dicing. The significance
P̃ refers to the fraction of background only pseudo experiments with pmin(B) <
pmedian

min (S +B) out of 1 · 105.

when dicing according to pN . As the differences will be dependent on factors like the uncertainty
on the background mean in the significant regions the order of the classes with respect to the
median pN,min can shift.
Tables 10.4 and 10.5 list the distributions that are found to be most significant for the exclusive

event classes. These classes are presented for dicing signal plus background according to pLN
and pN respectively. For exclusive classes the dominant two photon plus missing transverse
energy signal is distributed over classes with differing jet multiplicity and thus single classes
can not reach the lowest p-values that are observed for inclusive classes. Again dicing (S + B)
according to pLN provides results that are somewhat more conservative showing less classes
for which none of the 1 ·105 background only experiments features pmin(B) < pmedian

min . As an
example of a single class one can for example consider the 1γ7jet1MET class. An expected
significance of 3.35σ is found for the Minv distribution using pLN while 3.74σ are claimed
when using pN . However, it should be emphasized that speaking in general the two applied
p-values come to similar results. But if many event classes are evaluated some of them will
be subject to high systematic uncertainties and therefore favor notable differences between pN
and pLN (see section 8.1). Taking into account the complete set of event classes the results
suggest that though pLN emphasizes the possibility of longer tails for the background prior
due to multiplicative uncertainties, both p-values work similarly well for most of the considered
distributions.
Evaluating a multitude of event classes one can compare the P̃ distribution found in the data or

in a single set of (S+B) experiments for each class with the expectation in case of a global agree-
ment between (pseudo-)data and background estimation. As P̃ = Pr (pmin(B) < pmin(data))
the P̃ distribution should be uniform in the case of global agreement. In order to present the
results in an accessible way − log10 P̃ is plotted. Assuming that the P̃ distribution is normalized
to C ∈ R the uniform distribution is transformed via

X = − log10 P̃ , f(X)dX != C dP̃ . (10.3)
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Event Class pLN,min
(S+B median)

P̃
(Significance)

# SigMC # BkgMC

2γ5jet1MET MET 1.29 · 10−12 > 4.41σ 3.7 0.01
1γ7jet1MET MET 1.30 · 10−10 > 4.41σ 5.6 0.37
1γ6jet1MET MET 2.46 · 10−09 > 4.41σ 7.9 2.38
2γ6jet1MET

∑
pT 1.05 · 10−08 > 4.41σ 3.1 0.00

2γ6jet1MET Minv 1.05 · 10−08 > 4.41σ 3.1 0.00
2γ3jet1MET Minv 2.20 · 10−08 > 4.41σ 4.5 0.29
2γ5jet1MET

∑
pT 1.57 · 10−07 > 4.41σ 3.7 0.01

2γ3jet1MET MET 3.29 · 10−07 > 4.41σ 4.5 0.29
2γ6jet1MET MET 3.11 · 10−09 > 4.41σ 3.1 0.00
2γ5jet1MET Minv 3.30 · 10−07 > 4.41σ 3.7 0.01
2γ1MET

∑
pT 1.07 · 10−06 4.41σ 5.7 0.35

2γ1MET Minv 8.08 · 10−07 4.26σ 5.7 0.35
2γ1MET MET 2.35 · 10−06 4.26σ 5.7 0.35
2γ3jet1MET

∑
pT 3.16 · 10−07 4.17σ 4.5 0.29

2γ2jet1MET MET 3.46 · 10−07 4.05σ 6.9 5.66
1γ7jet1MET Minv 2.16 · 10−04 3.35σ 5.6 0.37
1γ7jet1MET

∑
pT 2.44 · 10−04 3.30σ 5.6 0.37

1γ5jet1MET MET 4.46 · 10−04 2.87σ 8.3 43.34
1γ6jet1MET

∑
pT 1.19 · 10−04 2.81σ 7.9 2.38

2γ2jet1MET
∑
pT 3.75 · 10−04 2.78σ 6.9 5.66

1γ6jet1MET Minv 1.28 · 10−04 2.78σ 7.9 2.38
2γ2jet1MET Minv 6.61 · 10−04 2.65σ 6.9 5.66

Table 10.4 The 22 most significant exclusive event classes with test signal GM1d at 1 fb−1. For
this scan lognormal dicing and pLN was used for the evaluation of (S +B).

To calculate the Jacobian determinant is straightforward.

dP̃ =
∣∣∣∣∣ δP̃δX

∣∣∣∣∣ dX =
∣∣∣∣∣δ10−X

δX

∣∣∣∣∣ dX = ln (10) · 10−XdX (10.4)

Thus one arrives at
f(X) = C · ln (10) · 10−X . (10.5)

Plotting a logarithmically scaled y-axis the P̃ distribution is expected to fall linearly, because of

log10 (f(X)) = log10 (C · ln 10)−X . (10.6)

In figure 10.9 two examples showing P̃ distributions are plotted with respect to the
∑
pT

variable. Each of them compares an (S + B) global pseudo experiment including GM1d with
a (B) global pseudo experiment picking P̃ for one diced value of pmin. For the given examples
both the background only and the signal plus background distributions are normalized to the
number of evaluated event classes. Therefore the number of entries for (B) and (S +B) cannot
only differ due to statistical fluctuations in the number of observed classes, but also because an
additional signal may tend to increase the number of populated classes.
In concordance with what has been said above an approximately linear evolution is found for

the background only scenario representing a global agreement between data and assumptions. In
the case of an additional GM1d signal more classes with high deviations are found. They cause a
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10.1 Supersymmetric Scenarios with Gauge Mediated Supersymmetry Breaking (GMSB)

Event Class pLN,min
(S+B median)

P̃
(Significance)

# SigMC # BkgMC

2γ5jet1MET MET 2.77 · 10−13 > 4.41σ 3.7 0.01
2γ1jet1MET

∑
pT 1.19 · 10−12 > 4.41σ 9.3 0.23

2γ1jet1MET Minv 1.19 · 10−12 > 4.41σ 9.3 0.23
1γ7jet1MET MET 4.07 · 10−12 > 4.41σ 5.6 0.37
2γ1jet1MET MET 1.23 · 10−11 > 4.41σ 9.3 0.23
1γ6jet1MET MET 2.25 · 10−10 > 4.41σ 7.9 2.38
2γ6jet1MET MET 5.76 · 10−10 > 4.41σ 3.1 0.00
2γ6jet1MET

∑
pT 1.48 · 10−09 > 4.41σ 3.1 0.00

2γ6jet1MET Minv 1.48 · 10−09 > 4.41σ 3.1 0.00
2γ3jet1MET Minv 7.08 · 10−09 > 4.41σ 4.5 0.29
2γ3jet1MET

∑
pT 8.76 · 10−09 > 4.41σ 4.5 0.29

2γ4jet1MET MET 1.38 · 10−08 > 4.41σ 3.9 0.38
2γ5jet1MET Minv 2.48 · 10−08 > 4.41σ 3.7 0.01
2γ5jet1MET

∑
pT 4.16 · 10−08 > 4.41σ 3.7 0.01

2γ3jet1MET MET 6.39 · 10−08 > 4.41σ 4.5 0.29
2γ1MET

∑
pT 3.03 · 10−07 > 4.41σ 5.7 0.35

2γ1MET MET 9.13 · 10−07 > 4.41σ 5.7 0.35
2γ2jet1MET MET 1.41 · 10−07 4.41σ 6.9 5.66
2γ1MET Minv 3.90 · 10−07 4.17σ 5.7 0.35
2γ2jet1MET

∑
pT 2.15 · 10−05 3.42σ 6.9 5.66

1γ7jet1MET
∑
pT 2.53 · 10−05 3.74σ 5.6 0.37

1γ7jet1MET Minv 2.80 · 10−05 3.74σ 5.6 0.37

Table 10.5 The 22 most significant exclusive event classes with test signal GM1d at 1 fb−1

using normal dicing and pN .

change in the P̃ distribution. In this way the found deviation between data and the background
only assumption for a given variable can provide a measure of the global agreement between
data and Standard Model expectation. Should signal contributions be spread over many classes
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Figure 10.9 Left: A global pseudo experiment with signal GM1d using pN for (S+B) dicingP̃
— evaluation of the

∑
pT variable in the exclusive classes. The shaded bin includes

all classes in which no background only pseudo experiment out of 100000 is more
significant than the selected value pmin. The separate bin summarizes all classes
with − log10 P̃ > 4. Right: the same, but using pLN for (S +B) dicing.
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10.2 Excited Muons

plotting the values of P̃ may point out deviations that would not cause noteworthy significances
in any single class.
In principle it is also possible to draw the P̃ distribution for a given variable with respect to

the inclusive classes. In this class an interpretation of results is more complicated. Inclusive
classes are not disjunct and their respective deviations are therefore correlated. This makes a
quantification of observed significances difficult. During test scenarios with a simulated signal all
classes are evaluated independently for a given pseudo experiment. Two examples of the outcome
of inclusive global pseudo experiments in which all distributions are treated as independent are
appended in figure B.11.

10.2 Excited Muons
Sections 10.1 and 10.3 focus on scenarios in which the main signatures are composed of photons
and missing transverse energy. A composite model with excited muons allows to study a com-
plementary signal with a lepton plus photon signature. The evaluated benchmark scenarios are
presented in table 10.6.

compositeness scale Λ mass parameter mµ∗ cross section σ
6.0TeV 0.4TeV 176 fb
6.0TeV 1.0TeV 44 fb

Table 10.6 Evaluated benchmark points in a scenario with excited muons (see table C.1, single
µ∗ production and decay via µ∗ → µγ)

In section 3.2 it has been discussed that for the selected parameter points the excited muons
decay mainly via gauge interactions. According to equations (3.13) and (3.14) about 30% of the
excited muons decaying via gauge interaction will decay into a muon and a photon [148, figure
3.4]. The mechanism of the single µ∗ production is dominated by contact interactions. The
respective Feynman graphs for single µ∗ production and the decay µ∗ → µγ are shown in figure
10.10.
Again a center of mass energy of 10TeV is assumed. The simulated scenarios are evaluated at

an integrated luminosity of 100pb−1. The left plot in figure 10.11 shows a representative (S+B)
pseudo experiment in the

∑
pT distribution of the 2µ1γ+X inclusive class with mµ∗ = 0.4TeV.

One can see that the signature of the signal sample is clearly significant. The main background
in the signal region is given by the Drell-Yan process. It is found that P̃ > 4.8σ. For a more
detailed discussion of this scenario one might further investigate potential contributions from tt̄
and diboson backgrounds in the high energy tail of the distribution (see e.g. [148]).
The right plot in figure 10.11 presents the outcome of an exemplary (S+B) pseudo experiment

in the 2µ1γ exclusive class with a µ∗ signal at mµ∗ = 1TeV.

μ

μ*

q

q
_

μ*

μ

γ

Figure 10.10 Left: single µ∗ production via contact interaction.
Right: decay µ∗ → µγ via gauge interaction
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10.3 Diphoton Signature in a Model with Large Extra Dimensions

Dicing 1 · 106 background only and 1.5 · 104 signal plus background experiments both pN and
pLN arrive at a significance of P̃ = 3.4σ for mµ∗ = 1TeV. This supports the assumption that in
many situations the results of the algorithm for intermediate significances will be robust against
an exchange of pN and pLN . With respect to the evaluated example at mµ∗=1TeV it needs to
be emphasized that in many situations one would of course be very cautious if observations are
based on only few events.
Further aspects concerning the evaluation of excited muons within the MUSiC framework are

discussed in [149]. A dedicated study about the discovery potential of excited muons in CMS is
presented in [148].
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Figure 10.11 Left: representative (S+B) pseudo experiment for a scenario with signal µ∗ at
mµ∗ = 0.4TeV. Right: representative (S+B) pseudo experiment for a scenario
with signal µ∗ at mµ∗ = 1TeV. One needs to keep in mind the application of
dynamic binning to interpret the figures in a correct way.

10.3 Diphoton Signature in a Model with Large Extra Dimensions
It has been outlined in section 3.3 that models extending the usual flat Lorentzian spacetime
with additional large extra dimensions provide another source of potential photon signatures.
Dedicated studies (e.g. [150] for CMS, see [151] for a short summary) suggest that a certain
range of such scenarios is within the LHC discovery reach. Here the considered signature is given
by diphoton production via virtual gravitons. It is evaluated if the presented model unspecific
approach is capable of finding such a signal.
After discussing parameters of a reasonable benchmark scenario the production of the ADD3

signal and the diphoton background was conducted using the SHERPA event generator [71].
SHERPA generates events according to a predefined final state. Details concerning the produc-
tion of ADD samples with SHERPA can be found in [152]. One diphoton sample was produced
including virtual graviton production taking into account possible interference between the sig-
nal process and QCD diphoton production. As the lower pT region is expected to be background
dominated the sample features a minimal pT threshold. In this section a pT threshold refers to
a cut on the transverse momentum of the generated photons. Such a threshold allows for mod-
elling the signature with a production of only a moderate number of events. Another sample was
produced including QCD diphoton production only. In order to have sufficient event statistics
not just for the signal region but also for the range of lower pT the diphoton background was
subdivided into two pT regions and generated separately. The parameters that are specified
for signal plus QCD diphoton background production4 are given in table 10.7. The selected

3see section 3.3
4The HLZ convention is used to describe processes with a virtual graviton (see [153, 154]).
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10.3 Diphoton Signature in a Model with Large Extra Dimensions

benchmark scenario lies in a region of the parameter space that is not experimentally excluded
(see [155] for recent exclusion limits). Some details concerning the QCD diphoton background
samples are given in table 10.8. The uū annihilation Feynman graphs for the virtual graviton
signal contribution and the irreducible Born diagram based QCD diphoton background are de-
picted in figure 10.12. The events are generated one jet inclusive and the underlying event is
taken into account. Standard CMSSW simulation and reconstruction steps using the ideal V11
alignment scenario were applied to the generated event samples (see figure 6.1).

Mf nED pT,min # events cross section production
2.5TeV 4 300GeV ∼ 30000 500fb 1 jet inclusive, with underlying event

Table 10.7 Benchmark point for Diphoton production via a virtual graviton (HLZ convention)
in a scenario with large extra dimensions (LED).

Per default the MUSiC framework expects a standalone signal sample. However, the algorithm
could be adapted to the needs of this special example. For the dicing of the background only
experiments the background samples are used including the two SHERPA based QCD diphoton
samples. For (S+B) the high pT diphoton background sample was replaced by the corresponding
diphoton signal plus background sample.
Direct QCD diphoton production is also included in the official photon plus jets production

(see table C.2). To avoid double counting of this background contribution, diphoton events have
been removed from the photon plus jets samples at generator level. In order to take into account
the accidental overlap between the two SHERPA based diphoton background samples the lower
pT sample was made disjunct from the high pT sample by including an additional pT cut at
generator level.

pT,min pT,max # events cross section production
100GeV 400GeV ∼ 30000 260fb 1 jet inclusive, with underlying event
300GeV - ∼ 30000 9690fb 1 jet inclusive, with underlying event

Table 10.8 QCD diphoton background samples

The selected benchmark scenario can be used to evaluate the respective sensitivity of the pre-
sented model unspecific approach in the prominent 2γ+X inclusive class. In the default setting
this class has a rather high bin multiplicity. Thus a minimum bin width of 40GeV was chosen
to speed up the dicing of the pseudo experiments. For this test an integrated luminosity of
100 pb−1 has been assumed. The outcome of an exemplary (S+B) pseudo experiment is shown
in figure 10.13. The magenta colored area labeled “signal” marks the effective signal contribution
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Figure 10.12 Feynman graphs for Born diagram QCD diphoton production and virtual gravi-
ton diphoton production for uū annihilation
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Figure 10.13 Single (S + B) pseudo experiment (Pseudodata) for the Minv distribution of
2γ + X inclusive class with LED diphoton signal at 100pb−1. The expectation
of signal and background is indicated by the stacked bin entries.

from the ED benchmark scenario. Speaking more technically it is the difference between the
contribution from QCD only diphoton production and the virtual graviton plus QCD diphoton
production. In the region of lower values of

∑
pT the difference between (B) and (S + B) is

smoothly reaching a range where the signal is no longer significant. Hence it is confirmed that
a sufficiently low pT threshold has been chosen for the production of the “signal” sample. The
dominant observed background is from direct diphoton production. Additional contributions
from QCD multijet events and QCD photon+Jets production seem to be of less importance.
As the generation of the diphoton signal plus background sample and the diphoton background

samples is one jet inclusive, no additional k-factors are assumed.
In a dedicated study at CMS [154], in which the signal events are generated exclusively in

leading order, k-factors for both the diphoton signal plus background sample and the diphoton
background samples have been assumed. It has been estimated that k = 1.3 for both samples
[154]. Figure 10.14 presents the pmin distribution for 5 · 105 (B) and 1 · 104 (S + B) pseudo
experiments representing the application of pN and pLN as already outlined in section 3.1. For
the presented scenario the two p-values are found to provide very similar results. Enough pseudo
experiments are diced to claim P̃ > 4.8σ. The pmin distributions clearly suggest that the limit
would turn out to be higher than 4.8σ if dicing an even higher number of pseudo experiments.
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Figure 10.14 pmin distributions of 1 · 104 (S + B) and 5 · 105 (B) pseudo experiments in the
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√
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Reft: normal dicing for (B) and (S + B). Right: normal dicing for (B) and
lognormal dicing for (S +B)
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As a crosscheck the 2γ+X example was repeated scaling down the luminosity to 20pb−1. In this
case it is found that P̃ = 1.5σ indicating that 20pb−1 would certainly not be enough luminosity
to expect any significant deviation.
Due to the differences in the generation of signal events a detailed comparison with the ded-

icated CMS analysis [154] is not fully straightforward. However, one can reason that for this
specific test scenario the P̃ > 5σ threshold can be expected to be in a similar range of lumi-
nosities as the 5σ discovery limit of the dedicated analysis which is not far from 100 pb−1 [154].
This is not too surprising since the corresponding dedicated analysis uses the high energy tail of
the diphoton invariant mass spectrum and applies pN to estimate the significance. Apparently
in some cases the lack of optimized cuts and the penalty factor due to the look-elsewhere-effects
can be compensated by the dynamic choice of the region of interest. The typical estimated un-
certainty due to systematic uncertainties and limited statistics of the simulated events is about
20% in a typical region of interest. This is not too different from the value of about 30% that
has been estimated for the background uncertainty in the signal region of the diphoton invariant
mass distribution in the mentioned CMS signal specific diphoton analysis.

103



11 Conclusion

Several topics related to the extension and continuous development of a Model Unspecific Search
at CMS have been presented.
The analysis framework has been successfully extended to new event classes with at least

one selected isolated photon. There are several theoretical frameworks for physics beyond the
Standard Model with photon based signatures. Consequently, the range of scenarios to which
the analysis could be sensitive has been expanded into an important direction.
Cuts and variables for the object selection have been revised with a main focus on photon

related aspects. A reasonable compromise between the photon efficiency and the reduction of
fake objects has been found. In the context of updating to more recent software versions the
CMS Physics Analysis Framework (PAT) has been integrated into the analysis workflow.
For the first time a p-value assuming a lognormal probability distribution function to model

the uncertainty on the background mean has been included into the analysis framework of a large
scaled model unspecific search. Several statistical aspects of the presented search algorithms have
been discussed and coverage related properties of the p-values have been analyzed. It has been
found that both p-values show a comparable performance, each of them having their respective
advantages. Hence both p-values can be applied in parallel to provide mutual crosschecks and
reduce the probability of statistical misinterpretations.
Simulated test scenarios have been analyzed to demonstrate the functionality and operational

liability of the analysis framework. Taking into account both statistical and systematic un-
certainties several conceivable models postulating the existence of new physics with high pT
photon signatures have been evaluated. A complete scan of photon specific event classes has
been successfully conducted for one of those scenarios (GMSB, SPS 8 benchmark point GM1d).
The simulations show that a model unspecific analysis can help to localize significant devia-

tions from the Standard Model expectation. Those could finally lead to the discovery of new
physics in photon based event classes.
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A Some Basic Properties of the Lognormal
Probability Density Function

In the description of the search algorithm the lognormal probability density function (pdf) is
justified to be a possible choice for a prior function modelling the uncertainties on the mean of
a Poisson counting experiment. Some basic properties of the lognormal pdf are summarized in
this section. As most of the following results can be derived by straightforward calculations not
all the equations are linked to references.
Let Y be a normal distributed random variable with mean µ and variance σ2 related to the

random variable X via Y = lnX. Then the pdf of X will be given by equation (A.1) [90]. We will
use the shorthand expressionsN (µ, σ) for the normal and Λ (µ, σ) for the lognormal distribution.
Where it is not considered to be confusing, random variables following those distributions might
sometimes be referred to in the same way.

f (x) = 1√
2π · σ

· 1
x

exp
[
−(ln x− µ)2

2σ2

]
(A.1)

Using the well-known definition of the error function erf (x) it is easily shown that the cumulative
distribtion function (cdf) is given by (A.2).

F
(
x′
)

=
∫ x′

0
f (x)dx = 1

2 + 1
2 · erf

[ ln x′ − µ√
2 · σ

]
(A.2)

Mean and variance of the lognormal pdf are (e.g. [124] ):

E (X) = exp
[
µ+ 1

2σ
2
]

(A.3)

V (X) = exp
[
2µ+ σ2

]
·
(
exp

[
σ2
]
− 1

)
(A.4)

By direct insertion into equation (A.2) it can be verified that the median is

m0.5 (X) = exp (µ) . (A.5)

Equating the derivation of the lognormal pdf with 0 one finds that the maximum is given by
the expression

xmax = exp
(
µ− σ2

)
. (A.6)

In the context of its application in this work it is advantageous to parametrize the lognormal
function as it is given in [122].

f (b) = 1√
2π · ln k

· 1
b

exp
[
− ln2 (b/b0)

2 ln2 k

]
(A.7)

The parameters are related to those of the normal distributed random variable Y through

b0 = exp (µ) and (A.8)
σ = ln k . (A.9)
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Hence in this parametrization b0 is equal to the median and mean and variance read as

E (X) = exp
[
ln b0 + 1

2 ln2 k

]
= b0 · exp

[1
2 ln2 k

]
(A.10)

V (X) = exp
[
2 ln b0 + ln2 k

]
·
(
exp

[
ln2 k

]
− 1

)
(A.11)

One can notice that lim
k→1

E (X) = m0.5 (X) , meaning that for k in the vicinity of 1 the mean of
the lognormal pdf will be close to its median.
By substitution of y = ln x one can derive that the cumulated probability within the interval

(µ− c · σ , µ+ c · σ) of a pdfN(y, µ, σ) will be equal to that of a lognormal distribution Λ(x, µ, σ)
in the interval (m0.5 · ec·σ , m0.5/e

c·σ). This is summarized in equation (A.12).∫ µ+c·σ

µ−c·σ
N(y, µ, σ)dy y=lnx=

∫ m0.5·ec·σ

m0.5/ec·σ
Λ(x, µ, σ)dx (A.12)

An important feature of the lognormal distribution follows from the central limit theorem which
states that under fairly general conditions [90, page 49] the sum of n random variables Xi will
be distributed like a random variable X following a normal pdf N (µ, σ) for n→∞. From this
statement it can be motivated that equivalently the product of n random variables will approach
a lognormal probability density function as

exp
[
XN(µ,σ)

]
= exp

[
lim
n→∞

∑
i

Xi

]

= lim
n→∞

exp
[∑

i

Xi

]
= lim

n→∞

∏
i

exp [Xi]

= lim
n→∞

∏
i

Yi

= YΛ(µ,σ) . (A.13)

For more technical formulations of the central limit theorem for products of random variables
and an explicit statement of the underlying conditions see [124, page 13 et seq.].
The lognormal distribution has the nice reproductive property that

“ If {Xj} is a sequence of independent Λ-variates, where Xj is Λ (µj , σj), {bj} a sequence of
constants and c = ea a positive constant, then provided

∑
j bjµj and

∑
j b

2
jσ

2
j both converge the

product c
∏
j X

bj
j is Λ

(
a+

∑
j bjµj ,

√∑
j b

2
jσ

2
j

)
” (adapted notation) [124, theorem 2.3]

As a special case it can be derived from this theorem that the product of n lognormal random
variables Xi will itself follow a lognormal distribution, because of

∏
i

XΛ(µi,sigmai) = Λ

∑
j

µj ,
√∑

j

σ2
j

 . (A.14)

In [122, page 10] it is mentioned that for a variable modeled by a lognormal pdf its shape will
approach that of a normal pdf if the errors on the variable are relatively small (implying a small
parameter σ in equation (A.1) ) but no reference or proof is given there. Thus the statement is
motivated and further specified by the following argument.
Consider a lognormal distribution (A.1) and a normal distribution N (µ′, σ′). Both are uni-

modal with maxima given by µ′ and equation (A.6) respectively. Clearly the maxima will
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approach each other in the case of small σ if µ = lnµ′. In this case the absolute value of the
difference between the two distributions will be given by

I =
∣∣∣∣∣ 1√

2π · σ′
exp

[
−(x− µ′)2

2σ′2

]
− 1√

2π · σ
· 1
x

exp
[
−(ln x− µ)2

2σ2

]∣∣∣∣∣
=

∣∣∣∣∣ 1√
2π · σ′

exp
[
−(x− µ′)2

2σ′2

]
− 1√

2π · σ
· 1
x

exp
[
−(ln x− lnµ′)2

2σ2

]∣∣∣∣∣
< max

(
1√

2π · σ′
exp

[
−(x− µ′)2

2σ′2

]
,

1√
2π · σ

· 1
x

exp
[
−(ln x− lnµ′)2

2σ2

])
.

(A.15)

Let us choose σ = σ′. Then because of the exponential factors it follows that for each x 6= µ′

and δ > 0 there exists a value σ0 (x) so that

I < δ ∀ σ < σ0 (x) .

For the special case x = µ′ we get

I < max
( 1√

2π · σ
,

1√
2π · σ

· 1
µ′

)
.

Again one can make I arbitrarily small by choosing a sufficiently small σ. Summarizing one can
find a σlim(δ0, δ1) so that for a given neighborhood of radius r surrounding µ I will be smaller
than δ0 and the difference between the maxima will be smaller than δ1 for all σ < σlim.
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Figure B.1 Lognormal pdf with parametrization (A.1) for different values of σ if µ
is fixed to 0
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Figure B.2 Lognormal pdf with parametrization (A.1) for different values of σ if µ is
fixed to 2
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Figure B.3 Lognormal pdf with parametrization (A.7) for different values of k if b0 is
fixed to 0.2
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Figure B.4 pLN and pN as a function of the observed number of events non (other parameters
fixed)

3.2 (modified) dice the assumed background µdiced for this pseudo-experiment from
a truncated normal distribution Ntrunc(x, µtrue + ∆µ, σb) where ∆µ =
µmean,diced − µtrue is the applied offset in µ

Table B.1 Modification to table 9.2 for testing pN with an additional offset in µ

2. (modified) fix the background µtrue and set σb,true = f · µtrue
3.2 (modified) dice the assumed background µdiced for this pseudo-experiment from a

truncated normal distribution Ntrunc(x, µtrue, σb,true)
3.4 (modified) if µdiced < non evaluate ZN (non, µdiced, σb), where σb = σb,true + ∆σ

Table B.2 Modification to the test procedure outlined in table 9.2 for testing pN with a devi-
ation in the assumed uncertainty
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Figure B.5 Up left and up right: pN as a function of the uncertainty σ on the median of
the background prior (other parameters fixed). Down left and down right: pLN
as a function of the uncertainty k on the median of the background prior (other
parameters fixed)

2. (modified) fix the background µtrue and set ktrue = 1 + f
3.2 (modified) dice the assumed background b0,diced for this pseudo-experiment from a

lognormal distribution Λ(x, b0 = µtrue, ktrue)
3.4 (modified) if b0,diced < non evaluate ZLN (non, b0,diced, k), where k = ktrue + ∆k

Table B.3 Modification to the test procedure outlined in table 9.5 for testing pLN with a
deviation in the assumed uncertainty

3.4 (modified) if µdiced < non evaluate ZLN (non, b0, k), where b0 = µdiced and k = 1+f

Table B.4 Changes to the algorithm outlined in table 9.2 for testing pLN . Assuming k =
1 + f and b0 = µdiced the background mean µdiced is diced according to a normal
distribution.
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Figure B.6 Coverage of pN probing Zclaim = 2 for the scenario outlined in table 9.2 with
σb = f · µtrue

category 1 0.8 < E/pin < 1.2 ∧ fbrem

{
< 0.06 , barrel
< 0.1 , endcap

category 2 0.8 < E/pin < 1.2 ∧ fbrem

{
> 0.06 , barrel
> 0.1 , endcap

category 3 E/pin < 0.8 ∨ E/pin > 1.2

Table B.5 Definition of the different electron categories used for identification cuts. pin is the
estimated momentum at the track vertex. fbrem = (pin − pout) /pin is a measure of
the effects due to bremsstrahlung
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Figure B.7 Coverage of pN probing Zclaim = 2 for a scenario with σb = f · µdiced
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Figure B.8 Coverage of pLN testing Zclaim = 2 for the scenario outlined in table 9.5 with
k = 1 + f
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Figure B.9 Fake probability jet −→ γ for generated jets as function of pT of the generated jet.
The jets are taken from the complete QCD multijet sample (see table C.2).

variable region category 1 category 2 category 3
H/E barrel < 0.042 < 0.050 < 0.045

endcap < 0.037 < 0.055 < 0.050
σηη barrel < 0.011 < 0.0125 < 0.01

endcap < 0.0252 < 0.0265 < 0.026
∆ηin barrel < 0.003 < 0.0055 < 0.0065

endcap < 0.0055 < 0.006 < 0.0075
∆φin barrel < 0.016 < 0.032 < 0.0525

endcap < 0.035 < 0.025 < 0.065
Eseed/pin barrel > 0.94 > 0.24 > 0.11

endcap > 0.83 > 0.32 > 0

Table B.6 “Tight” set of cuts for photon identification. For E/pin > 1.5 the ∆φin cut is
replaced by 0.09 in the barrel region and 0.092 in the endcaps.
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Figure B.10 Evaluation of the inclusive class with at least two photons and MET for the
GM1e test scenario with L = 1 fb−1 at

√
s = 10TeV in a scenario with GM1e

in which the signal cross section was scaled down by a factor of 10. Up left:
(S + B) pseudo experiment using normal dicing. Up right: (S + B) pseudo
experiment using lognormal dicing. Down left: pmin distribution for B (normal
dicing, 600000 pseudo experiments) and (S + B) (normal dicing, 15000 pseudo
experiments). Down right: pmin distribution for B (normal dicing, 500000
pseudo experiments) and B + S (lognormal dicing, 15000 pseudo experiments)
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C Signal and Background Samples

Process cross section (fb) # events path in dbs
GMSB GM1b 2.97 · 103 1 · 105 /Exotica_GMSB_GM1b/Summer08_IDEAL_V11_redigi_v1

GM1c 8.43 · 102 1 · 105 /Exotica_GMSB_GM1c/Summer08_IDEAL_V11_redigi_v1

GM1d 2.99 · 102 1 · 105 /Exotica_GMSB_GM1d/Summer08_IDEAL_V11_redigi_v1

GM1e 12.4 1 · 105 /Exotica_GMSB_GM1e/Summer08_IDEAL_V11_redigi_v1

GM1f 5.82 1 · 105 /Exotica_GMSB_GM1f/Summer08_IDEAL_V11_redigi_v1

µ? M 200 Λ dependent 2 · 104 produced for dedicated Exotica analysis

µ? M 400 Λ dependent 2 · 104

µ? M 1000 Λ dependent 2 · 104

LED Diphoton 5.0 · 102 3 · 104 private production with SHERPA Mf = 2.5 ,n = 4, 1 jet inclusive

Table C.1 Used signal samples
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Process cross section (fb) # events path in dbs
Photon+Jets 2.89 · 108 9 · 105 /PhotonJetPt15/Summer08_IDEAL_V12_redigi v1

3.22 · 107 9 · 105 /PhotonJetPt30/Summer08_IDEAL_V12_redigi_v1

1.01 · 106 8 · 105 /PhotonJetPt80/Summer08_IDEAL_V12_redigi_v1

5.14 · 104 9 · 105 /PhotonJetPt170/Summer08_IDEAL_V12_redigi_v1

4.19 · 103 1 · 106 /PhotonJetPt300/Summer08_IDEAL_V12_redigi_v1

4.52 · 102 1 · 106 /PhotonJetPt470/Summer08_IDEAL_V12_redigi_v1

2.00 · 101 1 · 106 /PhotonJetPt800/Summer08_IDEAL_V12_redigi_v1

0.27 1 · 106 /PhotonJetPt1400/Summer08_IDEAL_V12_redigi_v1

1.5 · 10−3 1 · 106 /PhotonJetPt2200/Summer08_IDEAL_V12_redigi_v1

QCD 1.46 · 1012 7 · 106 /QCDpt15/Summer08_IDEAL_V11_redigi_v3

1.09 · 1011 3 · 106 /QCDpt30/Summer08_IDEAL_V11_redigi_v1

1.93 · 109 3 · 106 /QCDpt80/Summer08_IDEAL_V11_redigi_v1

6.26 · 107 3 · 106 /QCDpt170/Summer08_IDEAL_V11_redigi_v1

3.66 · 106 3 · 106 /QCDpt300/Summer08_IDEAL_V11_redigi_v1

3.16 · 105 3 · 106 /QCDpt470/Summer08_IDEAL_V11_redigi_v1

1.19 · 104 3 · 106 /QCDpt800/Summer08_IDEAL_V11_redigi_v2

1.72 · 102 5 · 105 /QCDpt1400/Summer08_IDEAL_V11_redigi_v1

1.42 2 · 106 /QCDpt2200/Summer08_IDEAL_V11_redigi_v2

8.60 · 10−3 5 · 105 /QCDpt3000/Summer08_IDEAL_V11_redigi_v1

Z+Jets 3.7 · 106 1 · 106 /ZJets-madgraph/Summer08_IDEAL_V11_redigi_v1

Z+Jets FastSim 3.7 · 106 1 · 107 /Zjets-madgraph/Winter09_IDEAL_V11_FastSim_v1

W+Jets 4.0 · 107 9 · 106 /WJets-madgraph/Summer08_IDEAL_V11_redigi_v1

TT+Jets 3.17 · 105 1 · 106 /TTJets-madgraph/Fall08_IDEAL_V11_redigi_v10

W+2 Photons 10.4 1 · 105 /Wgg-madgraph/Fall08_IDEAL_V11_redigi_v1

Z+2 Photons 5.1 1 · 105 /Zgg-madgraph/Fall08_IDEAL_V11_redigi_v1

WW inclusive 4.48 · 104 2 · 105 /WW/Summer08_IDEAL_V11_redigi_v1

ZZ inclusive 7.1 · 103 2 · 105 /ZZ/Summer08_IDEAL_V11_redigi_v1

WZ inclusive 1.74 · 104 2 · 105 /WZ_incl/Summer08_IDEAL_V11_redigi_v1

DrellYan µµ 1.10 · 103 1 · 104 /DYmumuM200/Summer08_IDEAL_V11_redigi_v2

44.88 1 · 104 /DYmumuM500/Summer08_IDEAL_V11_redigi_v2

2.55 1 · 104 /DYmumuM1000/Summer08_IDEAL_V11_redigi_v2

5.58 · 10−2 1 · 104 /DYmumuM2000/Summer08_IDEAL_V11_redigi_v2

W eν 5 · 104 special samples from the Wprime Working Group

SingleTop t 5.53 · 104 3 · 105 /SingleTop_tChannel/Summer08_IDEAL_V11_redigi_v3

SingleTop tW 2.73 · 104 2 · 105 /SingleTop_tWChannel/Summer08_IDEAL_V11_redigi_v3

SingleTop s 1.66 · 103 1 · 104 /SingleTop_sChannel/Summer08_IDEAL_V11_redigi_v3

QCD Diphoton 2.6 · 102 3 · 104 private production with SHERPA ET 100 to 400 GeV

9.6 · 103 3 · 104 private production with SHERPA ET 300 to 10000 GeV

Table C.2 Applied RECO background samples (mainly from Summer08 and Fall08 production)
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D Units and Conventions

Throughout this work units are mainly given in the SI system or in natural units. While in the
SI system the constants ~ and c are

~ = 1.055 · 10−34 Js and c = 2.998 · 108 m
s , (D.1)

they are set equal to 1 in natural units:

~ ≡ c ≡ 1 . (D.2)

This implies that mass, inverse length, and inverse time have the dimension of energy. In particle
physics energies are usually stated in terms of eV. This energy unit is related to energies in the
SI system via

1 eV = 1.60 · 10−34 J . (D.3)

Cross sections are given using the unit convention

1 b = 1 · 10−28 m2 . (D.4)

Equal indices denote implicit summation. For example the product of two Lorentz 4-vectors is
given by

aµbµ =
∑
µ

aµbµ =
∑
µ

aµ gµµ bµ = a0 b0 − ~a ~b . (D.5)

The γ-matrices are used in the standard representation

γ0 =
(
1 0
0 −1

)
, γ5 = iγ0γ1γ2γ3 =

(
0 1

1 0

)
(D.6)

and
γi =

(
0 σi

−σi 0

)
, i = 1 . . . 3 (D.7)

with the Pauli matrices σi (see e.g. [18]).
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