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Abstract

The number of muons contained in extensive air showers is an important quantity to study the
chemical composition of ultra-high energy cosmic rays. For the measurement of the muonic com-
ponent, a multi-channel scintillator detector prototype with silicon photomultipliers is developed
in this thesis. The design of the detector is optimized based on detailed simulations. Furthermore,
important simulated performance quantities are validated against measurements performed in the
laboratory. Finally, the developed detector prototype is investigated by coincidence measurements
with an external, small-scale detector array, demonstrating its ability to detect cosmic ray air show-
ers.

Zusammenfassung

Die Anzahl von Myonen, die in ausgedehnten Luftschauern enthalten sind, ist eine wichtige Grö-
ße, um die chemische Zusammensetzung der kosmischen Strahlung höchster Energien zu unter-
suchen. Für die Vermessung der myonischen Komponente wird in dieser Arbeit ein mehrkanaliger
Szintillator-Detektor-Prototyp mit Silizium-Photomultipliern entwickelt. Das Design des Detektors
wird auf der Grundlage detaillierter Simulationen optimiert. Darüber hinaus werden wichtige simu-
lierte Leistungsgrößen mit Messungen im Labor validiert. Schließlich wird der entwickelte Detektor-
prototyp mittels Koinzidenzmessungen mit einem externen Luftschauerdetektorarray untersucht,
wobei seine Fähigkeit zur Erkennung von Luftschauern mit kosmischer Strahlung nachgewiesen
wird.
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CHAPTER1
Introduction

The Earth’s atmosphere is constantly hit by cosmic ray (CR) particles. When entering the atmo-
sphere, the primary particle interacts with air molecules initiating a cascade of secondary particles.
These extensive air showers are studied by measuring the secondary particles reaching the ground
with surface detector arrays or by the light emission generated during the shower development.
The arrival directions and energies of the primary particles as well as their particle types can be
derived from these measurements. With regard to ultra-high energy cosmic rays (UHECRs), sev-
eral important properties are not yet known. Their sources are difficult to identify since UHECRs
comprise charged nuclei ranging from protons to iron nuclei. These are deflected by the magnetic
fields as they travel through the universe, making it difficult to trace UHECRs back to their sources.
Their flux as a function of energy depicts a suppression at the highest energy. Two main hypotheses
aim to give a conclusive explanation for the suppression. They introduce different constraints on
the characteristics of the sources and on the elemental abundances of cosmic rays. The origin of
the suppression may thus be revealed by an excellent determination of the chemical composition
of UHECRs. Important properties of UHECRs and extensive air showers are discussed in chapter 2.
The largest observatory for measuring extensive air showers induced by UHECRs is the Pierre Auger
Observatory in Argentina. The experiment is introduced in chapter 3. It allows for outstanding
measurements by combining two detection techniques, a surface detector array and fluorescence
telescopes capturing the light emission during the longitudinal shower development. Aiming to fur-
ther improve its performance, especially in terms of reconstructing the mass of the arriving CRs, the
Pierre Auger Observatory is undergoing a major upgrade, called AugerPrime. Among further im-
provements, the key element is the installation of a scintillator-based detector, called SSD, on top of
each existing surface detector station. It enables the simultaneous examination of the same shower
particles at ground with two complementary detection techniques. By analyzing the different re-
sponses of both detectors to the electromagnetic and muonic shower components, an improved
reconstruction of the mass of the CR primary is achieved.
Starting as a proposal for this large-scale detector upgrade, a scintillator-based design with silicon
photomultipliers (SiPMs) as photosensor has been designed in Aachen. The key element is one
detector unit comprising a scintillator tile and a wavelength-shifting fibre that collects the scintil-
lation light emitted during particle passages and directs it to a SiPM. An introduction to SiPMs is
given in chapter 4. General characteristics of the further used materials and components within
one detector unit are presented in chapter 5. The design, concept and readout electronics of a
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Chapter 1. Introduction

detector unit is further described in chapter 6. The layout is originally based on detailed Monte
Carlo (MC) simulations (cf. chapter 7). It has been optimized based on various tests of individual
components and of prototype units. The performance of the final detector unit is studied in detail in
chapter 8. A first demonstrator, known as MiniAMD, is realized (cf. chapter 9). While performing
coincidence measurements with a small-scale detector array, it is confirmed that MiniAMD is not
only well suited for the detection of individual atmospheric muons but allows also for the detection
of cosmic ray showers. As an outlook, a simple analysis approach is used to study the response of
an alternative large-scale detector to simulated air showers. This so-called Aachen Muon Detector
comprises 64 detector units. The analysis concept follows studies performed for the SSD of the
AugerPrime upgrade. It is presented in chapter 10 and indicates promising discrimination power
between MC air showers with proton and iron primaries.
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CHAPTER2
Ultra-high energy cosmic rays

As for most of the research fields in modern particle physics the study of cosmic rays is highly
influenced by the improvements regarding measurement techniques. Be it due to the develop-
ment of technical equipment (detector components as light sensors, electronics etc.) or pioneering
ideas such as a combination of complementary detection principles to study the same physical phe-
nomenon. A historical review of the research field can be found e.g. in [1]. As high energy cosmic
ray particles have small fluxes, their study is challenging. The energies of the highest energetic
particles cannot be reached in the lab or at a particle accelerator, so that their interactions have
to be studied in their natural environment. Experiments conducted by large (mostly international)
groups of scientists supported by technical staff operating the detectors are needed.
Cosmic rays (CRs) are defined, in the scope of this thesis, as charged particles reaching the Earth’s
atmosphere coming from outer space. At the highest energies they are studied by means of extensive
air showers developing in the atmosphere as natural detector medium. The processes taking place
in the development of extensive air showers are described in section 2.1. As this thesis does not
aim to give a conclusive overview of the research field of high energy CRs, the following discussion
will concentrate only on few, popular explanations of their main characteristics. The description of
both, extensive air showers and cosmic rays, is mainly based on a selection of a few reviews [2, 3,
4, 5, 6]. Additionally, to depict the recent status of the field, some of the important achievements
by the Pierre Auger Observatory [7] are presented in this chapter. The experiment is designed for
the study of cosmic rays of the highest energies and will be introduced in chapter 3.

2.1. Extensive air showers

In the ultra-high energy regime cosmic rays are studied via air showers produced in the atmosphere.
While entering the Earth’s atmosphere, the primary particle interacts with air molecules producing
a cascade of secondaries. As such a particle cascade initiated by a vertical 1019 eV proton contains
more than 1010 particles, which reach the ground at sea level and are distributed over a footprint
of several kilometers [2], they are called extensive air showers. A schematic of an air shower devel-
opment is depicted in figure 2.1. The particles contained travel by nearly speed of light towards
ground and can be divided in three main components: the muonic, the electromagnetic and the
hadronic component.
The hadronic component is composed of ∼ 90% (neutral and charged) pions and ∼ 10% of kaons
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Chapter 2. Ultra-high energy cosmic rays

Figure 2.1.: Schematic view of an extensive air shower initiated by an energetic primary cosmic ray particle
(here, a proton). During the evolution secondary particles are produced by interactions and
decays. The hadronic cascade (mainly composed of pions and kaons) feeds constantly the
electromagnetic cascade which in turn evokes the emission of fluorescence and Cherenkov light.
Figure adapted from [9].

[8]. It is continuously feeding the electromagnetic component (composed of electrons, positrons
and photons) due to their decay products. It also initiates the muonic component through pion and
kaon decays. Once created, muons are unlikely to interact or decay on their way through the at-
mosphere. They are reaching in high quantity the ground containing still some information of their
production. The air shower geometry and development depends on the arrival direction described
by the zenith angle θ , the energy E0 and the type or atomic number A of the primary particle.
Traditionally, extensive air showers are studied by ground-based arrays of detectors investigating
all particles of the air shower or one explicit particle type that reaches the ground. They might
be accompanied by telescopes observing photons produced by interactions of shower particles in
the atmosphere. Two types of telescopes are commonly used. First, imaging telescopes studying
fluorescence light isotropically emitted via de-excitation of molecules which have been excited by
shower particles. Second, non-imaging telescopes measuring the beamed Cherenkov light in air.
It is common to use the quantity atmospheric or slant depth X to describe the longitudinal profile

of air showers. The slant depth corresponds to the amount of matter an air shower has already
traversed at a given point in its development.

12



2.1. Extensive air showers

For vertical showers, the slant depth can be calculated by integrating the density of air from the top
of the atmosphere along the trajectory of the shower to height h in question

X (h) =

∫ ∞

h
ρ(h′)dh′ =

∫ ∞

h
ρ0 e−h′/h0 dh′ ≈ 1030 g/ cm2 e−h/h0 , (2.1)

where ρ0 = 1.23 kgm−3 is the air density at sea level and h0 = 8.4km is the scale height of the
atmosphere [10].
Along this trajectory particles interact or decay. The slant depth of the atmosphere can be thus
translated to the classical quantities hadronic interaction length and electromagnetic radiation length
of particle physics in air [11]:

X (0)≡ Xatmosphere = 11 ·λhad
i with hadronic interaction length λhad

i = 90.1g/ cm2

= 27 ·λem
r with electromagnetic radiation length λem

r = 36.6 g/ cm2.

For inclined showers with zenith angle θ the amount of matter traversed increases, following

X (h,θ )≈ X (h) ·
1

cosθ
. (2.2)

Here, a flat atmosphere is assumed, so that this approximation is good up to 70 ◦. The evolution of
an air shower is thereby a complex combination of electromagnetic cascades and hadronic interac-
tions. For the nowadays best predictions detailed simulations are performed. As the center-of-mass
energy of the first collisions in the atmosphere exceeds the energies achieved in recent Earth-based
accelerators, the air shower models predicting the development of the particle cascade have to rely
on an extrapolation of measurements and the predictions of the standard model of particle physics
to higher energies. Several air shower models have been established. They are subject to large
uncertainties, and predictions among models differ.
In the following a simple analytical model introduced by Heitler [12] will be considered to de-
scribe some important characteristics of the development of the electromagnetic cascade. Later,
the concept will be extended to hadron-induced air showers according to [13].

2.1.1. Heitler model

The basic principle of the Heitler model for electromagnetic cascades is a binary tree with two pro-
cesses involved: electrons and positrons above a critical energy lose energy due to bremsstrahlung
via one photon and photons lose energy due to pair-production. Further interactions or energy
losses are not taken into account like the generation of multiple photons in one bremsstrahlung
process. The schematic view of the principle of the Heitler model is depicted in figure 2.2 on the
left.
The average energy loss due to bremsstrahlung by an electron of energy E, in a thickness of matter
dX , is given by [14]

−
dE
dX

�

�

�

�

brems
=

E
λem

r
, (2.3)

whereby λem
r is the radiation length corresponding to the characteristic amount of matter traversed.

It refers to the average distance over which the energy of a high energetic electron/positron is re-
duced to 1/e of its initial energy due to bremsstrahlung processes as well as to the distance ∼ 7

9 of
the mean free path for pair production by a high-energy photon [11].
For the Heitler model the step size X em

step between two interactions corresponds to an equal distri-
bution of the energy E0 of the parent particle on two children particles. For the bremsstrahlung
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Chapter 2. Ultra-high energy cosmic rays

X s
tepem X s
tepha
d

Figure 2.2.: Schematic view of an electromagnetic (left) and a hadronic cascade (right) of a hadron induced
shower as described by the Heitler model. Both cascades evolve as a tree with j generations.
At each step only two branches are proceeding. For an electromagnetic cascade at each node
two particles are produced after a step length X em

step. In the hadronic case, at each node after a
step length X had

step groups of charged (solid lines) and neutral (dashed lines) pions are generated.
Each decaying π± produces one muon and a neutrino. Modified, original from [6].

process, the electron will proceed with E0/2 after emitting a photon carrying away the same en-
ergy. Integrating equation 2.3 with a thickness of traversed matter equalling one step length X em

step
yields

E(X em
step)

�

�

�

brems
= E0 · e

−X em
step/λ

em
r

!
=

E0

2
(2.4)

⇒ X em
step = ln(2) ·λem

r . (2.5)

Translated to the state of the cascade evolution after j = X/X em
step generations, the number of par-

ticles N contained in the electromagnetic cascade corresponds to N( j) = 2 j whereby each particle
carries an energy of E( j) = E0/2

j . The slant depth traversed can be described as

X ( j) = j · X em
step + X0 , (2.6)

with X0 being the depth of the starting point of the cascade.

The evolution of the binary tree comes to a stillstand at a critical energy Eem, air
c ∼ 86MeV [2].

It is defined as the energy at which ionization processes start to dominate over radiative losses. At
this point, the cascade has reached its maximum number of particles Nmax, which corresponds to
the step jmax.

14



2.1. Extensive air showers

As at each step all particles carry the same amount of energy, at the maximum each particle has an
energy of Eem, air

c . Therefore, the initial energy E0 can be described as

E0 = Eem, air
c · Nmax (2.7)

⇒ Nmax| jmax
(E0) =

E0

Eem, air
c

= 2 jmax (2.8)

∝ E0 (2.9)

⇒ jmax =
ln
�

E0

Eem, air
c

�

ln(2)
, (2.10)

whereby Nmax| jmax
is the number of particles contained in the cascade at its maximum.

The slant depth of the shower maximum X em
max can be calculated according to equations 2.6, 2.5

and 2.10 by

X em
max

�

�

jmax
= jmax · X em

step + X0 (2.11)

= jmax · ln(2) ·λem
r + X0 (2.12)

⇒ Xmax(E0) = ln

�

E0

Eem, air
c

�

·λem
r + X0 (2.13)

∝ ln(E0) . (2.14)

The increase of the maximum slant depth with the energy E0 is defined as the elongation rate Λem.
For an electromagnetic cascade, it can be expressed according to the Heitler model as

Λem =
dX em

max

d log10 E0
=

λem
r

log10(e)
= 2.3 ·λem

r ∼ 85 g/ cm2 . (2.15)

Although the Heitler model is limited in the prediction of the detailed evolution in an electromag-
netic cascade, important relations can be described:

• The number of particles at the maximum Nmax is proportional to the initial energy of the
primary E0.

• The depth of the shower maximum X em
max depends logarithmically on the primary energy E0.

Extension to hadronic cascades

The successful Heitler model for an electromagnetic cascade can be translated to the more com-
plicated case of a cascade with a hadronic initiation [13, 15]. First, we study the case of a proton
as primary. The proton of energy E0 interacts after a step length X had

step = ln(2) · λhad
i , similar to

the electromagnetic cascade model (cf. figure 2.2 (right)). The interaction generates ngen new
particles, each having an energy of E0/ngen. These particles consist by two thirds of charged pi-
ons ncharged =

2
3 ngen and by one third of neutral pions nneutral =

1
3 ngen =

1
2 ncharged. The neutral

pions will decay immediately into two photons feeding the electromagnetic cascade. The charged
pions might produce new particles by further interactions driving the evolution of the hadronic cas-
cade. After j generations the energies contained by the hadronic cascade is Ehad while the energy
transferred to the electromagnetic cascade is Eem

Ehad =
�

2
3

� j

· E0 and Eem = [1−
�

2
3

� j

] · E0 . (2.16)
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Chapter 2. Ultra-high energy cosmic rays

The evolution stops at its maximum (at step jmax) when the particles contained in the cascade
reach their critical energy Eπ, air

c at which energy losses due to interactions, thus production of new
hadrons, and due to decays are equal1.
As the energy is shared equally by all generated particles, at the maximum each pion carries the
same energy, Eπ, air

c ,

Eπ| jmax
=

E0
�

ngen

� jmax
=

E0
�3

2 ncharged

� jmax

!
= Eπ, air

c (2.17)

⇒ ln

�

E0

Eπ, air
c

�

= jmax · ln
�

3
2

ncharged

�

(2.18)

⇒ jmax =
ln(E0/E

π, air
c )

ln
�3

2 ncharged

� (2.19)

=
ln(ncharged)

ln
�3

2 ncharged

� ·
ln(E0/E

π, air
c )

ln
�

ncharged

� (2.20)

= β ·
ln(E0/E

π, air
c )

ln
�

ncharged

� with β =
ln(ncharged)

ln
�3

2 ncharged

� ≈ 0.85 for ncharged ≈ 10 (2.21)

≈ 0.85 · log10

�

E0

Eπ, air
c

�

(2.22)

≈ 3 . . . 6 for Eπ, air
c = 20GeV [13], with Eπ, air

c slowly decreasing with increasing E0.
(2.23)

According to equation 2.16, at a maximum of 3 to 6 generations already 70% to 90% of the initial
energy of a primary proton would be transferred to the electromagnetic component of an air shower.
Therefore, the depth of the shower maximum of a hadronic cascade X had

max can be described, as an
approximation, by terms of the depth of the shower maximum of an electromagnetic cascade X em

max.
To illustrate this principle, only the first generation of particles is assumed. After a step length X had

step,
the energy of each particle is E0/ngen whereby neutral pions transfer one third of the total energy
to the electromagnetic cascade [13]

X had
max(E0)∼ X had

step +λ
em
r · ln

�

1
3

E0

ngen
Eem

c

�

. (2.24)

Besides the feeding of the electromagnetic cascade also a muonic component is initiated in a hadron
induced air shower. For a simple model, we assume that each charged pion will decay into one muon

1The decay length of a particle depends on the air density profile. As for a higher primary energy E0 the particle
is penetrating deeper in the atmosphere, the local air density is reduced at the point where the shower maximum
occurs. Consequently, the critical energy Eπ, air

c slightly decreases for increasing E0. For the Heitler model an average
value of 20 GeV is used [13].
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2.1. Extensive air showers

(and one neutrino) if its energy is below its critical energy Eπ, air
c . Therefore, the number of muons

Nµ equals the number of charged pions at the maximum of the hadronic cascade ncharged

�

�

jmax

Nµ = ncharged

�

�

jmax
= (ncharged)

jmax (2.25)

⇒ ln(Nµ) = jmax · ln(ncharged) (2.26)

=
ln(E0/E

π
c )

ln(3
2 ncharged)

· ln(ncharged) (2.27)

= β · ln(E0/E
π
c ) (2.28)

⇒ Nµ =

�

E0

Eπc

�β

with β ≈ 0.85 . (2.29)

The primary energy E0 is shared between the charged pions-driven cascade and the initiated electro-
magnetic subshowers. The former is represented by Nµ muons, the latter by Nmax electromagnetic
particles. Similar to equation 2.8, the relative contribution of each particle type is scaled by its
respective critical energy. Therefore, the total primary energy E0 is described by

E0 = Eπ, air
c Nµ + Eem, air

c Nmax . (2.30)

So far, the discussed hadron initiating a shower was a proton. A hadronic shower due to a heavier
particle with mass number A can be described approximately as a superposition of A independent
hadronic showers with EA

0 = E0/A as the binding energy of the nucleons is small compared to the
energy of the primary hadron E0.
The two important quantities, the number of muons NA

µ and the depth of the shower maximum
X A

max, are then evolving with mass number A

NA
µ = A ·

�

E0/A
Eπc

�β

= A1−β ·
�

E0

Eπc

�β

= A1−β · Np
µ (2.31)

and

X A
max(E0)∼ X had

step +λ
em
r · ln

�

1
3

E0/A
ngen

Eem
c

�

(2.32)

∼ X had
step +λ

em
r · ln

�

1
3

E0

ngen
Eem

c

�

−λem
r ln(A) (2.33)

∼ X had, p
max −λ

em
r ln(A) . (2.34)

Nµ refers to the number of muons and X had, p
max refers to the depth of the shower maximum of a proton

induced shower (cf. equation 2.24). According to this simple model, an iron induced air shower
(A = 56) should have its shower maximum at about 150g cm−2 higher altitude than the depth of
the shower maximum for a proton induced air shower X had, p

max . The iron shower is also expected to
produce a 1.8 times higher number of muons assuming Np

µ · A1−β with β ≈ 0.85.
Following the simple ansatz of the Heitler model and extending it to hadronic cascades allows us
to describe several important characteristics of hadron induced air showers:

• The depth of the shower maximum of a hadronic cascade X had
max is mainly driven by the depth

of the shower maximum of the electromagnetic cascade.

• For heavier particles the depth of the shower maximum is lowered proportional to ln(A) in
respect to a proton induced air shower.

• The number of muons Nµ depends on the initial energy E0 and the mass number A of the
primary as well as on the particle multiplicity.

17



Chapter 2. Ultra-high energy cosmic rays

Figure 2.3.: Simulated 1σ contours of the number of muons at maximum of the shower development,
log10 Nµmax, vs the depth of shower maximum, Xmax. The contours correspond to air shower
simulations of different primaries, but with a fixed energy, E = 1019 eV, and a fixed zenith angle,
θ = 38 ◦. Depicted are two different hadronic interaction models EPOS-LHC and QGSJetII.04
(dashed and solid contours, respectively). Figure taken from [16].

Implications for the investigation of the chemical composition

By measuring the total energy E0 of an air shower in combination with the depth of the shower
maximum Xmax or the number of muons Nµ as mass-sensitive observables, the atomic mass number
A of the cosmic ray particle can be determined in principle. In a realistic experiment as the Pierre
Auger Observatory the determination of the particle type is highly limited. As both observables
are influenced by the fluctuations in the development of an air shower, the chemical composition
studied by means of a single mass-sensitive observable can be only determined on a statistical basis.
To emphasize the importance but also the limitations of both quantities, a more detailed view on
their discrimination power of the particle type is depicted in figure 2.3. Shown are the predictions
for the number of muons and the atmospheric depth of shower maximum based on air shower
simulations for a certain energy E = 1019 eV and zenith angle θ = 38 ◦ for different primaries
and two hadronic interaction models. The predictions are represented by 1σ contours indicating
the large fluctuations of the observables in a realistic scenario. Furthermore, the interpretation of
the data becomes even more challenging due to the high impact by different hadronic interaction
models. However, by a combination of measurements of both observables a determination of the
particle type might be possible for a single event [16].
As an example how challenging the interpretation of data and how large the influence of hadronic
interaction models might be, the measurement of the muon content of hadron induced air showers
by the Pierre Auger Observatory is shown in figure 2.4. The parameter 〈Rµ〉 is used as a measure of
the muon content in inclined air showers (with zenith angles θ = 62 ◦−80 ◦) [17]. Comparing the
parameter as a function of energy to predictions from air shower simulations hints at a higher muon
number in the data, not compatible with predictions by the simulations. Large uncertainties on the
hadronic interaction models, on the energy scale and on the determination of the number of muons
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Figure 2.4.: Comparison of the measured average muon content 〈Rµ〉 per shower energy E in units of 1019 eV
as a function of the shower energy E for data of the Pierre Auger Observatory and predictions
from air shower simulations. The data are shown with systematic uncertainties (brackets).
These comprise the uncertainty on the energy scale of 14%. Predictions for two different
hadronic interaction models for two benchmark primaries, proton and iron, are depicted by
dashed lines. Figure from [17].

are limiting the significance of these measurements. Therefore, the discrepancy is subject of current
studies and e.g. motivation for further improvements on the detection and analysis techniques at
the Pierre Auger Observatory (cf. chapter 3.4).

2.2. Energy spectrum and chemical composition

Cosmic rays are covering a wide range of energy, flux and origin, and are therefore studied by many
types of experiments. For the low energy range (E < 1014 eV), CRs are considered to be of galactic
origin and have a flux of several particles per square meter and second [18]. Therefore, balloon
and satellite experiments are feasible to study CR particles directly regarding their particle type,
energy and arrival direction. Those galactic CRs consist of 79% protons, while helium is building
with 21% the dominant part of the remaining heavier particles [11].
Following an energy spectrum with a steep decrease of the flux as a function of energy, measure-
ments with size limited detectors outside or at the edge of the atmosphere become challenging for
primary energies E0 > 100 TeV [11]. For higher energy regimes thus ground-based experiments
take over. They are based on the detection of secondaries produced while a CR primary particle is
entering the Earth’s atmosphere and interacts with the air molecules. By these interactions of the
primary and those following by its secondary particles a large cascade of particles is developing in
the atmosphere towards the ground. The experiments aim to investigate, by means of the detection
of those extensive air showers, the chemical composition, the energy and the arrival directions of CRs
of the highest energies to search for their sources and production mechanisms not known nowa-
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days. They cover huge detection areas to compensate for the low fluxes in those energy regimes2

but they are significantly less precise in the determination of the primary particle type, especially
on an event-by-event basis. Therefore, the knowledge about the chemical composition of the CRs
at highest energy is limited but is expected to consists of nuclei ranging from protons to iron nuclei
[19].

Shown in figure 2.5 (top) is the all-particle spectrum. Depicted is the scaled differential flux F(E)
measured by ground-based detector and satellite/ballon-based experiments as a function of the
energy per particle. The spectra are shown with statistical uncertainties only, systematics3 are not
included. The differential flux can be calculated by the energy E and the number N of cosmic rays
observed by an experiment with a solid angle Ω, a sensitive area A and exposure time t. It follows
a steep broken power law

F(E) =
d4N(E)

dE dA dΩ dt
∝ E−γ . (2.35)

It decreases with energy with several features visible when a change in the spectral index γ occurs.
To pronounce those features the energy spectrum is shown with the flux scaled by E2.6 for energies
larger than 10TeV. For much lower energies the flux becomes modulated by solar winds, with a
decreasing flux for periods with increasing solar activity [11, 20]. Also the all-particle spectrum
measured by the Pierre Auger Observatory scaled by E3 is shown (cf. figure 2.5 (bottom)). The
data can be best described by a fit with a broken power law and a suppression setting in at the
highest energies.
The prominent features of the energy spectrum are:

• Eknee = 1015 − 1016 eV: the knee with a change in the spectral index from γ= 2.7 to
γ∼ 3.

• E2nd knee = 8 · 1016 eV: the KASCADE-Grande experiment measured an additional, less
prominent feature, the second knee, with a second steeping to a
spectral index of γ∼ 3.2 [21].

• Eankle = 5 · 1018 eV: flattening of the spectrum at the ankle with a change in the
spectral index to γ∼ 2.6.

• E1/2 = 2 · 1019 eV: the cutoff. The energy E1/2 indicates the energy where the flux has
fallen to 50% compared to the flux expected without suppression (cf.
figure 2.5 (bottom)).

Both knees are often explained by the natural end of the acceleration capabilities of the galactic
sources (for an overview about recent theoretical models for the knee please refer to [23]). This
popular explanation would result in an all-particle spectrum composed of a superposition of indi-
vidual energy spectra of all arriving particle types. Each spectrum would follow the same power
law with a common spectral index but would show an individual cutoff energy proportional to its
charge Z as heavier particles can be accelerated to higher maximal energies.
The energy of the knee Eknee would correspond to the maximum achievable or cutoff energy for
protons whereby the energy of the second knee E2nd knee could correspond to the maximum energy
for heavier primary particles4.
Both knees have been studied in detail by the KASCADE-Grande experiment which was located

2At the highest energy, above E ≈ 70 EeV, the flux is <1 particle per km2 per century.
3such as known differences in the energy scale of different experiments
4assuming E2nd knee = Z · Eproton = Z · Eknee with Z up to ∼ 25
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Figure 2.5.: Combined all particle energy spectrum obtained from indirect measurements of air showers.
Spectrum is scaled by E2.6 to pronounce breaks in the power law. Figure from [11] (top).
Energy spectrum for the highest energy of the Pierre Auger Observatory scaled by E3 (bottom).
Figure from [22]. The data can be best described by a fit with a broken power law and a
suppression. The dashed line extrapolates the broken power law function without suppression.
The spectral indices and energies resulting from the fit for both features, the ankle and the
suppression, are shown including their statistical and systematic uncertainties.

in Karlsruhe, Germany. It was explicitly designed to investigate the region between the knee and
the ankle by studying the energy spectra of elemental groups (light - medium - heavy). The data
support a fading of the light component around the knee and a knee-like feature in the heavy com-
ponent around the second knee [21, 24, 25, 26].

If the galactic accelerators are fading out, most particles with energies larger than the energies of
the knees have to be of extragalactic origin. Therefore, the ankle is often considered as transition
region from galactic to extragalactic sources. The chemical composition of the ankle is indicated to
be mixed as measured by the Pierre Auger Observatory (cf. figure 2.6 which will be discussed later).
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Chapter 2. Ultra-high energy cosmic rays

The studies concluded a non-negligible contribution of medium or heavier particle masses (nuclei
with A> 4), highly constraining theoretical source models [27]. After the ankle, a suppression of
the cosmic ray flux at the highest energies has been reported by several experiments. However, the
two largest experiments for UHECRs, the Pierre Auger Observatory and the Telescope Array [28]
located at the southern and northern hemisphere, respectively, state different energies E1/2.
There are two popular explanations for the suppression also constraining requirements on the char-
acteristics of the sources (for a more detailed overview please refer to [5, 29, 30]). First, the max-
imum energy for the acceleration of cosmic rays by extragalactic sources is reached comparable to
the expiration of the galactic sources in the region of the knee. Second, the suppression is the result
of propagation effects along their way from source to Earth. Interactions of protons with photons
of the cosmic microwave background (CMB), called the GZK effect [31, 32], predict a cutoff at
EGZK, p ∼ 6 · 1019 eV with the most likely interaction processes via the ∆+-resonance:

p+ γCMB→∆+→ p+π0

(,→ γ+ γ)
p+ γCMB→∆+→ n+π+

(,→ µ+ + νµ→ e+ + νe + ν̄µ)

(,→ p+ e− + ν̄e) .

As the protons lose energy due to these processes also reducing their average propagation length,
the detection of protons with higher energies becomes unlikely. Detected protons with energies
above ∼ 1020 eV have to be from nearby sources (within a radius ® 100Mpc).
Heavier cosmic ray nuclei show a similar energy loss behavior but lose energy via photo-disintegration

example process = X Z
A + γ→ X Z−1

A−1 + p (2.36)

also resulting in a maximum propagation distance for heavier nuclei with ultra-high energy.

Several implications arise from those propagation effects. The GZK effect of protons would be
accompanied by a large number of high-energetic GZK photons and neutrinos which have not been
found so far giving already constraints on the basic theoretical predictions [22]. Furthermore, a
limited propagation distance would result in anisotropies in the arrival directions of cosmic rays as
the distribution of matter is not isotropic in the nearby universe. Potential sources and acceleration
mechanisms are discussed in the following section 2.3.

The origin of the suppression may be revealed by improving the determination of the chemical
composition of cosmic rays at the highest energies. A model concerning photo-disintegration as the
dominant mechanism e.g. would have a much larger fraction of light nuclei at the highest energies
as those could be fragments of heavier particles [16].
Nowadays, ground-based arrays mostly study the important mass-sensitive observable Xmax (which
is the atmospheric depth at which an air shower contains the maximum number of particles, cf.
equation 2.14) by fluorescence telescopes. They observe the full shower development in the at-
mosphere allowing a reconstruction of the type of primary. As the duty cycle of the fluorescence
detector is limited and the flux at the highest energies is low, a mass-sensitive study is not possible
in the region of interest (E ≥ 1019.4 eV) [16]. Also a determination of Xmax by a surface detector
array is possible but depends on a cross-calibration with a fluorescence detector. Furthermore, the
development of hadronic air showers is subject to fluctuations, so that only the determination of
an average quantity 〈Xmax〉 ∝ lg(E/A) for many events of the same shower energy is possible, but
challenging to be interpreted.
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Figure 2.6.: Measurements of the Pierre Auger Observatory of 〈Xmax〉 (left) and σ(Xmax) (right) as a function
of reconstructed energy. For comparison predictions of proton- and iron induced air shower
simulations for three different hadronic interaction models are depicted. [22]

The Pierre Auger Observatory reported the average 〈Xmax〉 as a function of the reconstructed energy
of the primary particle (cf. figure 2.6, left). The lines indicate predictions of air shower simulations
for two benchmark scenarios, proton and iron as primaries, and for different hadronic interaction
models having a high impact on the interpretation of the data. The evolution of data indicates
first a transition to a lighter component up to a break around 1018.3 eV while after the break the
composition shows a trend back to heavier nuclei. In addition, the standard deviation σ(Xmax) is
shown (cf. figure 2.6, right). A large value of σ(Xmax), as seen in the lower energy regions, may
indicate a dominant light component or a strongly mixed composition. For higher energies again a
trend to a heavier component becomes visible.

However, as already stated, an improved determination of the chemical composition could severely
constrain theoretical models of the suppression. Enhancements on the determination of the chem-
ical composition are thus on-going at the Pierre Auger Observatory for example by using radio
detector arrays (cf. the radio detector array AERA in chapter 3.3.1) or the investigation of the
same showers by several detection techniques in one surface array aiming to disentangle the elec-
tromagnetic and muonic component of air showers (cf. the AugerPrime upgrade in chapter 3.4).

2.3. Acceleration mechanisms and potential sources

Cosmic rays are most likely to be accelerated in a non-thermal process, as indicated by the power
law shape of the energy spectrum (cf. figure 2.5 (top)). One acceleration method in favor pro-
viding such an energy spectrum is the stochastic acceleration by scattering of confined particles in
magnetized clouds or shocks. It allows a general idea about how particles can be accelerated. Fur-
thermore, it introduces important requirements on possible sources, although the actual injection
and acceleration processes remain unknown.
The method was first proposed by Enrico Fermi and is called, subsequently, Fermi acceleration [33].
Two models are derived from his ansatz. According to the second order Fermi mechanism, a particle
can gain or lose energy by means of collisions with non-relativistic moving clouds depending on its
orientation to the cloud. The processes, in which the particle gains energy, the ‘head-on’ interac-
tions, occur more frequently leading to a slow but steady acceleration of the particle. Characteristics
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Figure 2.7.: Updated Hillas diagram. The parameter space of the magnetic field strength B and the size R
of the acceleration region of potential UHECR sources are shown. The shaded areas indicate
the uncertainties on these parameters for each source class. The dashed (dotted) line refers
to the requirements for an acceleration of proton (iron) nuclei up to energies of 1020 eV (for
β = 1). The Earth-based accelerator LHC at CERN is depicted as comparison. Figure from
[34].

of the considered astrophysical scenario, here the speed of the cloud βcloud in units of the speed of
light c, defines thereby the average energy gain ∆ E/E∝ β2

cloud referring also to the ‘efficiency’ of
the accelerator. However, this mechanism is not powerful enough to allow accelerations of cosmic
rays to the highest energies because βcloud� 1. The diffusive shock acceleration or first order Fermi
mechanism allows a more efficient method to accelerate particles via shocks as e.g. observed in
supernova remnants. A shock can be understood as a wave propagating through the surrounding
plasma with velocity βshock in units of c. If the wave has a velocity larger than the velocity of sound,
information on the propagating wave is not transferred to the material in front of the shock until the
wave has arrived. Therefore, two regions exist, a ‘shocked’ and an ‘un-shocked’ region forming a
shock front in between. A particle crossing this shock front will be diffusely reflected by the present
magnetic field inhomogeneities after each crossing. As the directions of the scattering centers is
predominantly randomly distributed, the particle will see for all crossing orientations plasma mov-
ing towards it. So for each crossing the particle is accelerated and the average energy gain results
in ∆ E/E ∝ βshock. At each cycle of crossings from shocked to un-shocked region and vice versa,
the particle has a chance to escape the acceleration region. Particles remaining longer periods in
the region will be the particles carrying the most energy. The need of a long confinement of the
particles gives rise to several requirements on the condition of potential sources and results in a
power law distribution of particle energies [35].
The maximum of the particle energy gained during the confinement in a source can be expressed by
the Hillas criterion. It constraints important geometrical characteristics of the source regions and is
in principle not only valid for stochastic acceleration models, but also for alternative hypotheses as
the one shot acceleration not presented in this thesis (for more information on this method please
refer to [35]). The Hillas criterion is defined as

�

Emax

1 EeV

�

= 2 · 1.08 · Z · β
�

B
1µG

��

R
1 kpc

�

, (2.37)
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whereby β is a dimensionless factor and Emax is the maximum energy a particle with charge Z
can reach if confined in a source with size R of the region the acceleration takes place and with a
magnetic field strength B. For the stochastic acceleration mechanism, β corresponds to the velocity
of the shock front βshock in units of c. Given the Hillas criterion, the acceleration of cosmic rays is
challenging as visualized in figure 2.7. Different potential source classes are depicted ranging over
many magnitudes of magnetic field strength B and size of the accelerating region R. Also shown
are the requirements for the acceleration of two particle types, proton and iron, as indicated by
equation 2.37. They depict the lower limit for an accelerator producing a nucleus of an energy of
1020 eV with β = 1 corresponding to a highly efficient accelerator.
Two of the promising source candidates for UHECRs shown in the Hillas diagram are active galactic
nuclei (AGN) and starburst galaxies. In reference [22], the Pierre Auger Observatory reported
on directional correlations of high energy cosmic ray events with flux models based on source
catalogues of gamma-ray AGNs detected by Fermi-LAT [36, 37] and of nearby starburst galaxies.
The investigations yield mild indications of a possible correlation between data and both source
candidates whereby the post-trial significance for a deviation from isotropy is enhanced for the
studied starburst galaxies. For both analyses the position of the potential sources are smeared by
an angle of 7 ◦ and 13 ◦ for the AGNs and the starburst galaxies, respectively. Also a scan of the
energy has been performed. The signal is maximized at ∼ 39EeV for the studied starburst galaxies
and ∼ 60 EeV for the studied AGNs. In figure 2.8, skymaps of the event excess for both searches
(left AGN, right starburst galaxies) in galactic coordinates are shown allowing a comparison of
the observed data (top) and the source catalogues (bottom). Highlighted are important source
candidates such as the strongest AGN source Centaurus A or the bright starburst galaxies NGC
4945 and M83. Also indicated is the corresponding smearing angle at the right bottom corner at
each skymap. In addition to a directional search of correlation with candidate catalogues on a
small angular scale, large-scale anisotropies are of particular interest to understand the origin of
UHECRs. It combines two important quantities, the distribution of sources and propagation effects.
For example, source candidates, which have too low fluxes to be studied by small angular directional
searches, may be identified by their combined flux distribution. The Pierre Auger Observatory
reported a significant large-scale anisotropy for cosmic ray events with energies E ≥ 8EeV [38, 39]
indicating a dipole with a reconstructed position of

(α,δ) = ((95± 13) ◦, (−39± 13) ◦) (2.38)

in declination δ and right-ascension α (cf. figure 2.9). The direction is about 125 ◦ from the Galactic
Center hinting at an extragalactic origin. The large-scale anisotropy has been confirmed by several
analysis methods. However, the origin of the dipole is still subject of speculations. For a further
study, the knowledge about the chemical composition of the arriving particles on an event-by-event
basis and about the magnetic fields seen by the particles along their way has to be improved. As
charged, they are deflected in the extragalactic but also the galactic magnetic field. The extra-
galactic magnetic field is poorly understood, for the galactic field recent models5 aim to describe
its structure and strength. The understanding of the magnetic fields is thus strongly entangled with
all open questions in the research field of UHECRs. For example, the chemical composition influ-
ences highly the deflection of the primary particles in the magnetic field obscuring the position of
sources making the interpretation of the arrival directions challenging. This is also visible in figure
2.9. Aiming to bring the position of a dipole seen by a study of the matter distribution according to
the 2MASS Redshift Survey (2MRS) catalogue and the position of the dipole seen by the study of
UHECRs into agreement, a modification of the particle arrival directions according to the chemical
composition of cosmic rays and to magnetic field models would have to be implemented.

5as the JF12 model [40]
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Figure 2.8.: Skymaps in galactic coordinates of the event excess with respect to isotropy for observed data of
the Pierre Auger Observatory (top) and for flux models based on catalogues (bottom). Studied
are two possible source class candidates, active galactic nuclei (left, including 17 bright nearby
AGNs for the flux model) and starburst galaxies (right, including 23 bright, nearby starburst
galaxies for the flux model). Indicated are the supergalactic plane as a grey, solid line and the
limit of the field of view of the experiment as red, dashed line. The corresponding smearing
angle can be estimated by the beam size on the lower, right side of each skymap for a particular
number of events Nevts. Figure from [22].

Figure 2.9.: Skymap in galactic coordinates of the intensity of events with an energy of E ≥ 8 EeV detected
at the Pierre Auger Observatory. The intensity map has been smoothed by 45 ◦. It depicts a
large-scale anisotropy preferentially explained by a dipole structure. The reconstructed position
of the dipole is indicated by a star. The direction of another dipole indicated by the distribution
of galaxies from the 2MRS catalogue is depicted by an open diamond. Arrows starting at the
diamond indicate the change in the dipole position if deflections by magnetic fields for two
exemplary rigidities (2 EV and 5EV) are taking into account. Figure from [41].
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CHAPTER3
The Pierre Auger Observatory

The Pierre Auger Observatory [7] is a high precision experiment located in the flat semidesert area
Pampa Amarilla, Argentina, nearby the city of Malargüe. It studies the properties of ultra-high-
energy cosmic rays (UHECRs, E ≥ 1018 eV) by means of extensive air showers which UHECRs initiate
while interacting with air molecules. As these cosmic ray particles are very rare, a huge area has to
be equipped with detectors. The baseline design of the observatory consists of the surface detector
(SD) array with ∼ 1660 water Cherenkov detector (WCD) stations covering 3000 km2 of the Pampa
and of the fluorescence detector (FD) with 27 large reflecting telescopes at five sites located at the
border of the array observing the atmosphere above the SD. A layout of the observatory is shown
in figure 3.1. The fluorescence detector observes the longitudinal development of the air shower
and is able to accurately determine the energy deposit. As the fluorescence light is faint with respect
to the night-sky background1, the operation of the telescopes is only possible in clear, moon- and
cloudless nights inducing a duty cycle of approximately 15% [7]. The surface detector measures
with a duty cycle of almost 100% the lateral development of the air shower, thus the density of
secondary particles on the ground. It provides an excellent angular resolution of 1.6 ◦ for events
recorded by more than three stations improving to 0.9 ◦ for events recorded by more than five sta-
tions [42]. The basic detection principle and event reconstruction of both detectors are explained
in the following sections. An FD building and a WCD station are shown in figure 3.2.

Combining those two complementary detection techniques is the key element of the experiment. It
allows an improved reconstruction of the air shower geometry, particle distribution and energy of
the shower and thus to draw conclusions on characteristics of the primary particle of interest. An
example event measured simultaneously by both detection methods is shown in figure 3.3.

The construction of the observatory started in 2004 and it became fully operational in 2008. The
experiment is well calibrated and understood, which makes it a perfect facility to study further
detection techniques using improved electronics or light sensors [43]. Few of those have been, or
will be, installed as a large-scale upgrade of the standard design and are introduced in sections 3.3
and 3.4. The Argentinian Pampa was chosen as it offers a large plateau at an average height of
1400 m a.s.l. corresponding to an atmospheric overburden of 875g/cm2 for the location of the SD
array. Furthermore, the weather conditions are suitable for the detection of the faint fluorescence

1as light from the moon and stars or artificial light sources
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Figure 4.1: Map of the Pierre Auger Observatory. Each dot corresponds to a surface detector station. The field-
of-view of the 27 fluorescence telescopes at the fife different sites Los Leones, Los Morados, Loma Amarilla,
Coihueco and HEAT are marked with blue lines (yellow lines in case of HEAT).

icantly smaller than than expected [179–181] reducing the feasibility of this approach to measure air
showers.

The largest and most successful extension of the observatory is the Auger Engineering Radio
Array (AERA) that measures the radio emission from air showers in the 30 - 80 MHz regime [11,
118]. AERA is located in the western part of the array within the infill array of the surface detector
and covers an area of 17 km2 with 153 autonomous radio detector stations. It will be presented in
detail in Sec. 4.4.

The Observatory takes data since 2004 and was completed in 2008. Since then it is in success-
ful operation and has recorded data with an exposure exceeding 40,000 km2 sr yr. A complete and
comprehensive description of the Pierre Auger Observatory can be found in [2].

In the following we will describe the different detector components in more detail. In case of the
fluorescence and surface detector we will also describe briefly how air showers are reconstructed from
measured data. The reconstruction of air showers using radio detector data (AERA) will be described
in detail in Chap. 5.

4.1 Fluorescence detector

At each of the four sites Los Leones, Los Morados, Loma Amarilla and Coihueco, six air fluorescence
telescopes are contained in a clean and climate-controlled building. Each telescope has a field of view
of 30˝ ˆ 30˝ in azimuth and elevation with a minimum elevation of 1.5˝. The six telescopes have a

Figure 3.1.: Layout of the Pierre Auger Observatory located in the Pampa Amarilla near the city of Malargüe.
Each dot represents a water Cherenkov station placed on a hexagonal grid with the spacing
of 1.5 km. Straight lines denote the azimuthal field of view of the fluorescence telescopes
overlooking the atmosphere over the surface detector array. The three telescopes of the low-
energy extension HEAT, located near the standard site Coihueco, are denoted by the orange
straight lines. The location of the two laser facilities (CLF [44] and XLF [45]) monitoring the
aerosol content in the atmosphere are indicated with red dots. Additionally, further extensions
of the experiment are shown: The Infill array and the radio detector AERA. The Infill array is
nested in the standard SD array providing additional water Cherenkov stations with a smaller
distances to each other. Both extensions are located in the field of view of the FD sites Coihueco
and HEAT. Original courtesy of D. Veberič.

light. It rains rarely, the atmosphere is clear and the light pollution by civilization is manageable.
However, the monitoring of the atmospheric conditions is crucial for the calorimetric measurement
of the fluorescence technique [46, 47]. Therefore, several monitoring devices are installed in the
array studying atmospheric parameters [48] as humidity, pressure or aerosol contamination [44,
45] and also cloud coverage [49, 50]. All these parameters change the mass traversed by an air
shower, as well as the amount of emitted photons along the shower development [51].
One of those monitoring devises is a LIDAR located next to each FD telescope [52, 53]. It consists
of a pulsed UV laser shooting regularly into the atmosphere above the telescope and in special cases
also in the telescope field of view. By studying the structure of the back-scattered light, clouds and
large amounts of aerosol can be identified.
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(a) Fluorescence telescope building (Los Morados). Each building contains
six telescopes and is accompanied by a tall communication antenna.

(b) A water Cherenkov station of the surface detector array with a commu-
nication antenna in the background.

Figure 3.2.: Overview photos of both detectors composing the baseline design of the Pierre Auger Observa-
tory. Photo courtesy of S. Saffi.

Figure 3.3.: Schematic of a reconstructed air shower event measured with the Pierre Auger Observatory. The
event (Event 15346477) has been detected simultaneously with the SD array and a fluorescence
telescope at Coihueco. The amount of signal seen by the WCD stations on the ground are
denoted by the size of the marked stations in a logarithmic scale. The amount of signal during
the shower development seen by the FD are marked as dots of different sizes in a logarithmic
scale. The direction of the photons reaching the telescope is indicated by shaded lines with light
lines denoting photons from the beginning of the shower and dark lines representing photons
from a late state of the shower development. Both detector techniques reconstruct a shower
axis seen as two downward-going solid lines. An energy of E = (2.49±0.16) ·1019 eV has been
reconstructed by the FD. Figure from [54], original from [19].
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3.1. Surface detector

The surface detector array consists of ∼ 1660 water Cherenkov stations in a hexagonal grid [55].
The stations are separated from each other by 1500 m optimized for the energy range of interest.
Each station is a light-tight cylinder with a surface area of 10 m2, a height of 1.2 m and it is filled
with 12 tons of highly purified water. The station is equipped with a solar panel and a battery
allowing it to be operated autonomously. The data provided by the readout electronics are sent via
a communication antenna which also handles trigger requests. Also a GPS receiver needed for the
time synchronization of the stations is installed. An overview of the main components of a water
Cherenkov station is depicted in figure 3.4. The lateral particle distribution, i.e. the footprint of the
shower on the ground, is measured by the SD array. The full shower detection efficiency is reached
for energies above 3 ·1018 eV for zenith angles θ < 60 ◦ [56] and above 4 ·1018 eV for zenith angles
60 ◦ < θ < 80 ◦.

If a charged, high energetic particle is traversing the water contained in a station, it produces
Cherenkov light along its way. Due to its height, the station is also sensitive to photons if they con-
vert to an electron-positron pair. The emitted light is reflected at the diffuse reflective surface of the
sealed liner located in the interior of the station. The light is detected by three 9” inch PMTs located
at the top of the liner looking downwards into the water through transparent windows. The PMTs
are mounted at a distance of 1.2m next to each other. The produced signal of the PMTs is then
guided to the electronics. The electronics provide two amplifications, the high gain with an ampli-
fication of 32x of the last dynode signal and the low gain with the AC coupled anode signal. For
both channels the analogue signal is filtered and digitized by two 10 bit 40 MHz semi-flash ADCs.
The output is for both a trace of ADC count as a function of time. These signals in ADC count have
to be translated into a universal signal unit valid for all detector station systems consisting of water
Cherenkov station, PMTs and electronics. The chosen universal unit is VEM (Vertical-equivalent
muon). It refers to the signal produced by a muon traversing the station with a vertical trajectory.
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Figure 3.4.: A photo of the water Cherenkov station. Indicated are its main outside component. Inside,
three PMTs are detecting the Cherenkov light produced by charged particles traversing the
ultra-purified water contained in the station. Adapted from [55].
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3.1. Surface detector

The trace is integrated, resulting into a signal S in VEM for each WCD station.
An air shower signal detected by the WCD stations ranges from few photoelectrons in stations very
far from the shower core to hundreds of thousands photoelectrons in stations closer to the core.
For the actual electronics the dynamic range is limited for stations close to the shower core as the
Cherenkov signal produced by the air shower particles saturates the electronics. The dynamic range
will improve with the on-going upgrade AugerPrime (cf. section 3.4 and [57]).

3.1.1. Event reconstruction

Several triggers are available and each of them is optimized for certain shower geometries and en-
ergies. For a detailed review about trigger modes, electronics and signal handling of the SD array
please refer to [56] and [55]. A trigger on air showers requires a time and spatial coincidence of
multiple SD stations, but also a trigger by the fluorescence detector can be received. All PMTs are
read out for a triggered station. The signals as a function of time of multiple SD stations determine
the arrival direction of the shower. The position of the region with highest particle density, the
core, and the amount of energy, which can be measured by the SD stations, is highly influenced by
the incident angle θ as the amount of traversed matter scales with ∼ 1/ cosθ . For high incident
angles θ > 60 ◦, so for horizontal showers, the electromagnetic component is strongly absorbed
compared to the muonic component. The latter thus dominates the WCD signal in this angular
range. Therefore, the reconstruction method for horizontal showers has to be adapted to compen-
sate these influences. In this thesis only the reconstruction of vertical showers is introduced, for
horizontal showers please refer to [58].

The lateral development of the shower can be modeled and fitted by an NKG-like Lateral Distri-
bution Function (LDF) [59, 60]. The integrated signal S in VEM seen by stations at a distance r are
given by

S(r) = S(ropt) · fLDF(r) (3.1)

= S(ropt) ·
�

r
ropt

�β

·
�

r + r1

ropt + r1

�β+γ

(3.2)

with β and γ as free slope parameters. The distance r1 allows for a more accurate description of
stations far away from the shower core which is needed as different shower components dominate
along the shower footprint. S(ropt) is referring to the shower size and is determined for a char-
acteristic distance ropt. The accuracy of these LDF parameters is highly limited by experimental
uncertainties. Therefore, it is necessary to define the optimum core distance ropt, that depends
solely on the detector array geometry. At this distance, the variation in the predicted signal as a
function of the zenith angle, the shower energy and the form of LDF is minimized [61]. The pre-
dicted signal can be used as an energy estimator. For the standard SD array of the Pierre Auger
Observatory this optimum distance is 1000 m defining the shower size parameter S(ropt) = S1000
[62, 63]. For r1, 700 m has been found as the best description for the measured data.
The modified LDF for the regular SD array can be translated to

S(r) = S1000 ·
� r

1000 m

�β

·
�

r + 700 m
1700 m

�β+γ
. (3.3)

An example LDF for the regular SD array is depicted in figure 3.5. The fit on the data includes
also non-triggered stations (working stations with a signal below the threshold value) and satu-
rated stations (stations whose signal is greater than the dynamic range of the FADC). The shower
size parameter S1000(E,θ ) is still zenith-angle-dependent as the corresponding different amount
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Figure 3.5.: Lateral distribution function. Shown is the dependence of the signal size in VEM on the distance
to the shower core from an event detected by the regular surface detector array of the Pierre
Auger Observatory. Included are triggered and non-triggered station. Also indicated is the
energy estimator S1000. Figure from [7].

of traversed matter influences the energy content measured by the SD array. For example, an air
shower with zenith angle of 60 ◦ will traverse nearly twice the amount of the atmosphere as a ver-
tical shower. It is therefore necessary to define a reference zenith angle to relate the measurement
of S1000(E,θ ) to a zenith angle independent quantity. The median of the zenith angle distribution
θref ≡ 38 ◦ is chosen as the reference angle. The energy estimator S38(E) is thus defined as the
signal expected at 1000 m distant from the shower axis for a shower arriving with a zenith angle of
38 ◦ [64]

S38(E)≡
S1000(E,θ )
CIC1000(θ )

, (3.4)

whereby the conversion function CIC1000(θ ) describes the attenuation of the air shower particles
in the atmosphere. It is calculated via the CIC (Constant Intensity Cut) method [65, 66]. This
mathematical approach is based on an isotropic distribution of arrival directions at the top of Earth’s
atmosphere. The method is assumed to be independent of the energy of the cosmic rays in the
energy range of interest resulting in the following description of the attenuation curve for the SD
array [7]

CIC1000(θ ) = 1+ a · x + b · x2 + c · x3

x = cos2(θ )− cos2(38 ◦)

a = (0.980± 0.004)

b = (−1.68± 0.01)

c = (−1.30± 0.45) .
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3.2. Fluorescence detector

The energy estimator S38 for the surface detector array can be calibrated by events measured simul-
taneously by the fluorescence detector. The FD provides the calorimetric energy of an air shower,
EFD. The relation between both observables can be described by a single power-law function,
EFD = A SB

38 with the fit results yielding A≈ 1.90 · 1017 eV and B ≈ 1.03 [7, 67, 68]. The relation
can be used as calibration of the SD measured energy by the energy of the fluorescence detector.

3.2. Fluorescence detector

The detection of fluorescence light is the most sensitive detection techniques to study the longitu-
dinal profile of extensive air showers. The FD detector consists of 27 reflecting telescopes located
at five sites at the border of the SD array [70]. The standard sites are Los Leones, Loma Amarilla,
Los Morados and Coihueco with an additional site HEAT (High Elevation Auger Telescopes [69,
71]). At each standard site six telescopes are located in one building which provides clean, climate-
controlled and light-tight rooms if the shutters are closed. The shutters are closed during daytime
and are only opened if the ambient light flux is low enough to avoid any harm on the light sensors
of the telescopes. Each telescope has a field of view (FoV) of 30 ◦ × 30 ◦ in azimuth and elevation,
so that six telescopes of one standard site observe 180 ◦ in azimuth. The standard fluorescence
detector is designed to allow for each event, with energies above 1019 eV crossing the atmosphere
above the SD array, a detection by at least one telescope [68]. The uncertainty on the energy scale is
∼ 12% at 1019 eV increasing to 16% at an energy of 1018 eV [67]. The uncertainty is mostly driven
by systematic uncertainties of the fluorescence light production, the FD telescope calibration and
the shower profile reconstruction. For comparison the statistical FD energy resolution is ∼ 7.6%
[7]. The additional site HEAT has three telescopes. They are similar to the design of a standard
telescope, but each has its own housing. The housing is tiltable upwards by 29 ◦ in elevation, which
is used during data taking. As lower energy cosmic rays have a fainter light production and thus
lower Xmax in the atmosphere, an elevated FoV increases the efficiency for the corresponding energy
regime. Thus, HEAT provides a low-energy extension of the standard fluorescence detectors. As
HEAT is directly located at the standard site Coihueco, also a combined detection of air showers with
a large FoV is possible. An example for an event measured by HEAT and Coihueco simultaneously
is depicted in figure 3.6a, while in figure 3.6b a photo of the three housings tilted upwards is shown.

As already explained in chapter 2.1, electrons and positrons of an extensive air shower excite
the nitrogen molecules2 on their way through the atmosphere. De-excitation fluorescence light is
isotropically emitted in the ultraviolet wavelength regime with peak wavelengths at λ = 337 nm
and 357 nm [73]. The amount of photons emitted is thereby, as a first approximation, proportional
to the total energy deposit in the atmosphere [74], enabling the reconstruction of the longitudinal
profile of the shower [72, 75, 76]. The photons reaching the aperture of the telescope will enter
through a circular diaphragm with a diameter of 1.1 m. The diaphragm is covered by a UV pass-
filter reducing photons with wavelengths not in the fluorescence wavelengths regime. The optical
design of the reflective telescopes is based on a Schmidt optic [70]. A sketch of the complete setup
is depicted in figure 3.7a, while a picture of an actual telescope at Coihueco is given in figure 3.7b.
The incoming light is focused by a segmented ∼ 13m2 spherical mirror onto the focal plane. The
spherical aberrations introduced by the mirror are reduced by implementing a Schmidt corrector
ring [77] in the aperture. This segmented corrector ring also eliminates coma aberration. The cam-

2The atmosphere consists mainly of nitrogen ∼ 78%, oxygen ∼ 21% and argon ∼ 1%. As for oxygen, the transition for
most of the excited stated to the ground state is strongly forbidden and furthermore most of the available emission
lines have a wavelength larger than 395nm, they do not contribute to the fluorescence light spectrum important for
air shower experiments. [72]
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(a) Example of a low-energy event recorded in coincidence with two HEAT telescopes
and one Coihueco telescope. The color indicates the time distribution of the signals
in the filled pixels (purple = early, red = late).

(b) Photo of the three HEAT telescopes in tilted mode. Each telescope has the same
layout as the standard FD telescopes but has an own tiltable housing.

Figure 3.6.: The HEAT telescopes of the Pierre Auger Observatory. A low energy extension for the stan-
dard fluorescence detector sites, located near the standard site Coihueco. The shower depth
maximum Xmax is higher in the atmosphere for low energetic events and can be investigated by
a combined FoV of HEAT and Coihueco. Photo and event from [69].

era is located in the focal plane and is instrumented by a grid of 440 PMTs or pixels. Each PMT
has a hexagonal shape, a FoV of 1.5 ◦ x 1.5 ◦ and a maximal quantum efficiency of approximately
25% in the wavelength regime of interest [78]. To reduce dead area between PMTs, each PMT is
complemented by a simplified version of a Winston cone, a so-called Mercedes star. A signal from
a typical air shower developing in the atmosphere is contained approximately in one pixel during a
single time bin. The whole shower forms a trace on the camera during the time period of microsec-
onds, depending on its distance and geometry. A typical trace of an air shower event is depicted in
figure 3.6a.
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Figure 4.2: (left) Schematic view of a fluorescence telescope with a description of its main components. (right)
Photo of a fluorescence telescope at Coihueco. Figures and captions from [2].

of +13.2%.

There is evidence that these new calibration constants describe the response of the FD telescopes
to air-shower signals more precisely as this method has several advantages over the drum calibration.
On the one hand, a smaller systematic uncertainty of better than 4.6% could be achieved. On the
other hand, this measurement realistically resembles the conditions of an air-shower measurement as
the light source is seen as a distant point source by the telescope. Qualitative differences between
the two calibration methods are, e.g., that the light reflected from the outer UV filter glass can not
be scattered back into the telescope as it is the case in the drum calibration. This can result in a
significant difference as a dust layer on the filter can easily attenuate 11% of the incoming light.
Another difference is that only a single pixel of the camera is illuminated whereas the drum calibration
illuminates all pixels isotropically. Thereby, the octocopter calibration is sensitive to the fraction of
light that is deflected away from the target pixel into neighboring pixels, i.e., it is sensitive to the point-
spread function, which is relevant for air-shower measurements as only signals from a small region
around the target pixel are integrated. Hence, scattered light is mostly not taken into account.

To be more comparable to the drum calibration, not only the signal of the pixel of the camera
that is illuminated by the octocopter light source is used but also the signals of the surrounding pixels
are taken into account. However, this still leads to calibration constants of only 92.5% ˘ 4% of the
calibration constants obtained with the drum calibration. The size of the light source as seen by the
telescope corresponds to the size of a distant shower, i.e., to high-energy air showers. For less energetic
showers (E „1018 eV), the showers have smaller distances to the telescope and their relative size is
accordingly larger which might lead to different scattering of the light not measured by the octocopter
calibration. Hence, high-energy showers would have 13.5% more energy whereas the energy shift for
low-energy showers might be less but at least 7.5%. At the time of writing these new results are being
discussed within the collaboration but not yet taken into account in the reconstruction.

In addition, three light sources are installed in each telescope for relative calibration [184], e.g.,
the light from a xenon flash lamp is directed to a Teflon diffuser at the sides of of the camera and

(a) Schematic view of the Schmidt-optic tele-
scope and its main components [70].

(b) Photo of a fluorescence telescope at Coihueco.

Figure 3.7.: The fluorescence detector at the Pierre Auger Observatory. The light is entering through a di-
aphragm and a UV pass-filter and is focused by a spherical mirror onto the camera instrumented
with 440 PMTs.

3.2.1. Event reconstruction

The reconstruction of air showers registered by the fluorescence detector is only shortly described
in this section, for more details including the multi-stage trigger please refer to [70]. As a first step,
after an air shower trigger occurs in one telescope [79, 80], the ADC traces of selected pixels in
the camera are recorded and noise is subtracted. The cleaned ADC count will be converted to the
number of impinging photons at the aperture according to a conversion function determined by
the absolute and relative calibrations of the fluorescence telescopes. From the timing of triggered
pixels the geometry of the air shower can be reconstructed. For a basic geometry of one telescope
detecting an air shower, the shower detector plane (SDP) is an important auxiliary tool. The plane
contains the shower axis and the observation point (cf. figure 3.8). The angle χ0 is the angle inside
the SDP between the shower axis and the ground. The shower distance Rp is perpendicular from
the observing telescope to the shower axis. The distance is obtained by a fit of the recorded arrival
time t i of light in each pixel i having an elevation angle χi in the SDP in respect to the ground. The
arrival time t i is thereby defined as the time when the signal in pixel i reached its maximum

t i(χi) = t0 +
1
c

Rp tan
�χ0 − χi

2

�

. (3.5)

Reconstruction of the geometric parameters using the FD alone is susceptible to uncertainties, espe-
cially for events with a short track length within the camera. However, the additional information
from only one WCD station improves the geometrical reconstruction significantly, particularly for
χ0.
The amount of light as a function of time can be converted into the amount of energy deposited
along the shower axis. Other sources of light e.g. Cherenkov emission [81, 82] or nightsky-
background as well as effects regarding light production efficiency or attenuation [83] must be
taken into account. For this conversion, the knowledge of the atmospheric conditions is important.
Therefore, the atmospheric conditions are continuously monitored throughout the data taking.
In figure 3.9, a shower profile of the light at the aperture as a function of time (left) and of the
thereof calculated energy deposit in the atmosphere as a function of slant depth, X (right), is
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Figure 3.8.: Illustration of the geometrical shower reconstruction by a single telescope within the shower
detector plane. The shower axis has an arrival direction of χ0 in the shower plane. A PMT
views the shower at time t i under the angle χi in respect to the ground. The shower distance
Rp is defined as the distance of the telescope to the shower, perpendicular to the shower axis
at the reference time t0. Adapted from [70].

shown for one event . For the reconstructed energy deposit the shower profile can be described
by the Gaisser-Hillas function [7, 84]

fGH(X ) =
�

dE
dX

�

max

�

X − X0

Xmax − X0

�(Xmax−X0)/λ
e(Xmax−X )/λ , (3.6)

whereby X0 and λ are shape parameters, X the slant depth, and Xmax the depth of the shower
maximum. A measurement of Xmax performed at the Pierre Auger Observatory is presented in
figure 2.6 (on page 23 in chapter 2.2). By integrating the shower profile, the shower energy carried
by the electromagnetic component can be determined. The part of the energy not measured by
the FD3 is mainly carried by neutrinos and high-energy muons and can be determined by means of
Monte Carlo simulations [85, 86] or measurements [87].

3often called invisible energy
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Figure 4.4: Example of a reconstructed shower profile. (left) Light at aperture. (right) Energy deposit. Figures
and captions from [2].

A Gaisser-Hillas function [164]

fGHpXq “
ˆ

dE

dX

˙

max

ˆ
X ´ X0

Xmax ´ X0

˙pXmax´X0q{�
epXmax´Xq{� (4.1)

is fitted to the shower profile. Depending on the quality of the measured profile, the shape parameters
X0 and � can be fixed to their mean values to allow a transition from a 2 to 4 parameter fit. The
parameter Xmax denotes the maximum of the longitudinal shower profile. The integral of fGH over X

gives the calorimetric shower energy, i.e., the complete shower energy except for the energy carried
away by neutrinos and high-energy muons. This invisible energy was measured experimentally [117]
so that the calorimetric energy can be converted to the energy of the primary cosmic ray in a model-
independent way with a systematic uncertainty of 3% at 3 EeV decreasing to 1.5% at higher energies.
The total systematic uncertainty on the cosmic-ray energy measurement is 14% at energies above
1 EeV [186] and increases to 16% at 0.3 EeV.

Auger High Elevation Telescopes In addition to the 24 regular FD telescopes, three Auger High
Elevation Telescopes (HEAT) [173] are installed 120 m in front of the Coihueco telescopes and form an
independent fifth site (see Fig. 4.1). The three HEAT telescopes are situated in three tiltable buildings
and cover an elevation of 30˝ to 58˝ if operated in tilted mode, thereby extending the field-of-view
of the Coihueco telescopes by almost 30˝ in elevation. A photo of the three buildings in tilted mode
can be found in Fig. 4.5 left. The design to tilt the whole building instead of directly building a
telescope with a different elevation range has several advantages. Basically the same design as the
regular FD telescopes can be used and the non-tilted operation mode can be used for calibration as
then the field-of-view of HEAT and the regular Coihueco telescopes overlap.

The main objective of HEAT is to lower the energy threshold of FD by observing nearby low-
energy showers that develop earlier in the atmosphere. HEAT overlooks the 750 m SD array so that
a large number of hybrid events can be obtained. In the data analysis, the HEAT telescopes can be
combined with the Coihueco telescopes if the shower was visible in both telescopes. An example of
such an event is presented in Fig. 4.5 right.

(a) Light at aperture of the telescope per 100 ns time bin.
Denoted are further contributions to the photon flux besides
fluorescence light.
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Figure 4.4: Example of a reconstructed shower profile. (left) Light at aperture. (right) Energy deposit. Figures
and captions from [2].
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is fitted to the shower profile. Depending on the quality of the measured profile, the shape parameters
X0 and � can be fixed to their mean values to allow a transition from a 2 to 4 parameter fit. The
parameter Xmax denotes the maximum of the longitudinal shower profile. The integral of fGH over X

gives the calorimetric shower energy, i.e., the complete shower energy except for the energy carried
away by neutrinos and high-energy muons. This invisible energy was measured experimentally [117]
so that the calorimetric energy can be converted to the energy of the primary cosmic ray in a model-
independent way with a systematic uncertainty of 3% at 3 EeV decreasing to 1.5% at higher energies.
The total systematic uncertainty on the cosmic-ray energy measurement is 14% at energies above
1 EeV [186] and increases to 16% at 0.3 EeV.

Auger High Elevation Telescopes In addition to the 24 regular FD telescopes, three Auger High
Elevation Telescopes (HEAT) [173] are installed 120 m in front of the Coihueco telescopes and form an
independent fifth site (see Fig. 4.1). The three HEAT telescopes are situated in three tiltable buildings
and cover an elevation of 30˝ to 58˝ if operated in tilted mode, thereby extending the field-of-view
of the Coihueco telescopes by almost 30˝ in elevation. A photo of the three buildings in tilted mode
can be found in Fig. 4.5 left. The design to tilt the whole building instead of directly building a
telescope with a different elevation range has several advantages. Basically the same design as the
regular FD telescopes can be used and the non-tilted operation mode can be used for calibration as
then the field-of-view of HEAT and the regular Coihueco telescopes overlap.

The main objective of HEAT is to lower the energy threshold of FD by observing nearby low-
energy showers that develop earlier in the atmosphere. HEAT overlooks the 750 m SD array so that
a large number of hybrid events can be obtained. In the data analysis, the HEAT telescopes can be
combined with the Coihueco telescopes if the shower was visible in both telescopes. An example of
such an event is presented in Fig. 4.5 right.

(b) Thereof calculated energy deposit as a function of
slant depth X . The line indicates a fit by the Gaisser-
Hillas function to the data.

Figure 3.9.: Example of a reconstructed longitudinal shower profile recorded by the FD detector of the Pierre
Auger Observatory [7].

3.3. Extensions of the standard design

The standard design of the Pierre Auger Observatory is based on the detection of fluorescence light
and of the density of all charged secondaries reaching the ground having enough energy to produce
Cherenkov light emission in the WCD stations. Besides those two techniques, further enhancements
are realized in the array [43]. First, the investigation of air showers by the radio emission produced
along the shower is shortly presented. Second, the AMIGA detector will be introduced. It comprises
detector stations explicitly designed to study the muonic component of air showers.

3.3.1. The Auger Engineering Radio Array

The detection of radio emission in the MHz regime is a promising complementary method to ob-
serve air showers [88]. The dominant production process is found to be the geomagnetic emission.
It arises from the deflection of electrons and positrons in the shower front in the Earth’s magnetic
field and is polarized along the direction of the Lorentz force. The emission enables an indepen-
dent measurement of the shower depth maximum Xmax and a highly accurate determination of the
energy (O (10%) [89, 90]) contained in the electromagnetic component of the shower. It achieves
nearly 100% duty cycle while being independent of the atmospheric conditions and requiring lower
investment. As its processes are only driven by the electromagnetic component of the air showers,
they are well predictable and less dependent on shower-to-shower fluctuations compared to shower
observables depending on hadronic interactions. By measuring air showers in coincidence with the
surface and fluorescence detectors of the Pierre Auger Observatory, the Auger Engineering Radio
Array (AERA [91]) started as a pathfinder radio detector. AERA has significantly contributed to
the understanding of the radio technique and its emission processes and is now an important part
of the experiment [22, 92]. It consists of an array of more than 150 autonomous stations. The
stations are radio antennas of two different designs [93]. They cover an area of 17km2 combining
several regions where the distances between stations differ. AERA is optimized for the detection of
air showers up to zenith angles of 60 ◦ but allows also the reconstruction of inclined showers.
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3.3.2. The Auger Muon and Infilled Ground Array

The AMIGA (Auger Muon and Infilled Ground Array [94, 95, 96]) enhancement is a joint system
of water Cherenkov and buried scintillator detectors [97].

Infill

For the Infill ground array, additional WCD stations have been introduced in a small part of the
regular SD array. The first hexagon started data taking at the end of 2007, while the complete Infill
was deployed at the end of 2012. The Infill covers 23.5km2 and consists of 61 stations separated
by the distance of 750m referring to half of the distance between stations in the regular array. It
is located nearby the FD site of Coihueco and HEAT. By reducing the distance between the stations
the energy threshold of the surface detector array is lowered. The Infill reaches 100% efficiency at
an energy of 3 · 1017 eV for angles θ < 55 ◦. Its measured energy spectrum is in good agreement
with the energy spectrum of the regular array in the overlapping region of the energy [95].

Buried scintillators of AMIGA

Each station will be accompanied by a 30 m2 scintillator detector with SiPM readout to study di-
rectly the muonic component of air showers. These detectors will be buried at a depth of 2.3m
to provide shielding against particles of the electromagnetic component. Each detector consists of
three modules independently counting muons. It is triggered if the associated SD station regis-
ters an air shower candidate. Each module is built from 64 scintillation bars, each of dimensions
400 cm x 4 cm x 1 cm, and its total detection area is 10 m2. Each bar has a 1.2 mm diameter
wavelength-shifting (WLS) fiber glued to it, which transfers a signal to the photosensor. An Ap-
plication Specific Integrated Circuit (ASIC), the Cherenkov Imaging Telescope Integrated Read Out
Chip (CITIROC [98, 99]), is planned for the front-end readout of the detector providing 32 readout
channels. AMIGA is designed to investigate the muonic content of air showers in the highly inter-
esting transition region from galactic to extragalactic cosmic rays. Being located in the same region
of the SD array as AERA and the FD sites Coihueco and HEAT, an unprecedented combined analysis
of the same air showers by four detection methods becomes possible. The buried scintillators of
AMIGA will also be important for a comparison with the AugerPrime detector upgrade presented
in the following section [16].

3.4. AugerPrime upgrade

As a new stage of the Pierre Auger Observatory in the following years, the AugerPrime upgrade [16]
will be installed in the SD array of the experiment. The upgrade comprises an improvement of the
front-end and readout electronics of the SD array, an additional small PMT in each WCD station
to increase its dynamic range and an extension of the AMIGA muon detector array. Furthermore,
an extension of the duty cycle of the fluorescence detector is achieved. At times, at which a large
fraction of the moon in the sky is illuminated, the telescopes will be operated by lowering the sup-
plied high voltage. The new SD electronics provide an increased sampling frequency of 120MHz
with 12bit ADCs compared to the recent 40 MHz with 10bit ADCs. By a faster sampling of the ADC
traces a better timing accuracy and a better reconstruction of the pulse shape becomes available.
Also the dynamic range is increased and the electronics allows for more channels for the additional
components of the upgrade. Most important, a new scintillator detector will be installed on top of
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Figure 3.10.: Schematic of the SSD compartment mounted on top of the water Cherenkov detector station.
It contains two modules with 24 scintillating bars each with two tunnels for the routing of
wavelength shifting fibers. Each fiber has the same length in reality and is routed via two bars
in a ‘U’-shape. All fibres end at one single photosensor, a photomultiplier tube. Adapted from
[22].

each SD station, which will be outlined below. It aims for an improved mass composition study by
the ground-based array. In addition, each station will be equipped with a radio antenna which will
allow for an improved mass composition sensitivity for inclined air showers.
The production and incorporation of all components of the upgrade is already on-going. With op-
eration planned from 2018 until 2024, not only the event statistics will be doubled compared to the
existing Auger data set, but the quality of data will be highly improved. A detailed review about
the upgrade can be found in [16] and [22].

The principal motivation for the additional scintillator detector array (Surface Scintillator Detec-
tor, SSD) is an improved disentanglement of the electromagnetic and muonic components of air
showers by analyzing data from two different detectors. Both detectors, WCD station and SSD sta-
tion, will see the same showers but yield different responses. By a combination of both responses
an estimate on the primary mass of the highest energy cosmic rays on a shower-by-shower basis
will become possible with a duty cycle of ≈ 100%. The upgrade will allow to address important
open questions in the research field of UHECRs:

• Is the origin of the flux suppression at the highest energies due to propagation effects or does
the cosmic ray accelerators in the universe reach their maximum energy? Benchmark models
predict different chemical compositions for both scenarios.

• How many protons contribute to the flux at highest energies? By identifying light primaries,
e.g. improved anisotropy studies, photon and neutrino searches at the highest energies can
be performed.

• Why does the Pierre Auger Observatory measure more muons than air shower simulations
predict? Is there a change of hadronic interactions for the highest energies? By the upgrade a
deeper study of the hadronic interactions of particles in the atmosphere and thereby improved
hadronic interaction models, which highly influence air shower simulation predictions, are
enabled. This could also allow re-analyses of already taken data.

Each scintillator detector station has a detection area of 3.8 m2 comprising two modules with 24
scintillator [100] bars each (cf. figure 3.10 for detector schematics, figure 3.11 for photo of a setup
in the field). A bar is 1600mm long, 50mm wide and 10 mm thick. The bars are read out by
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Figure 3.11.: Photo of a SSD compartment mounted on top of the water Cherenkov detector station at the
Pierre Auger Observatory.

1mm diameter WLS fibres. Each WLS fibre is routed via two bars in a ‘U’-shape through a tunnel
located in the medium height of a bar. All WLS fibres of both modules guide the light emitted by
an energetic particle traversing the scintillator bars onto one single photosensor, a PMT. The SSD
is designed to provide a high uniformity (≈ 5%), a high signal yield per minimum ionizing particle
and a large dynamic range, by relatively low costs and easy deployment. [16, 22]

Within the scope of the preparatory work of the AugerPrime upgrade, different detector propos-
als have been designed by several groups of the Pierre Auger collaboration. The main goal was
to find the optimal layout in terms of detection performance, maintenance and installation effort,
cost-efficiency, and compatibility with the SD readout electronics. As discussed, the SSD approach
has been identified as best solution. An alternative scintillator-based design has been developed in
Aachen, the Aachen Muon Detector (AMD). Its unique selling point is the use of silicon photomul-
tipliers as photosensors (see chapter 4 for an introduction to these devices). The concept will be
discussed in more detail in section 6.4. The strategy was to place a AMD detector underneath the
standard WCD stations. While the WCD station is sensitive to all charged particles, a large fraction
of the electromagnetic component will be absorbed within the water and will allow for the detec-
tion of muons in the AMD detector. The already existing SD array is thereby subject to only minor
modifications. The alternative array would be easily backward compatible like for the chosen de-
sign of the SSD. A preliminary analyze based on air-shower simulations with the proposed detector
is presented in chapter 10. The concept of the AMD detector for the Pierre Auger Observatory is not
pursued further. However, the centerpiece of the detector, a detector unit (cf. chapter 6), allows
not only for the detector suited for the investigation of cosmic rays at the Pierre Auger Observatory,
but also for the development of multi-purpose detectors. The main focus of this work is therefore
the optimization of the layout and of the performance of a detector unit, as well as the development
of a software framework that describes the response of the detector unit to particle passages.
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CHAPTER4
Silicon Photomultipliers

As stated before, improvements in the research field of astroparticle physics go hand in hand with
improvements regarding technological opportunities. For many applications, the choice of the ideal
light sensor for the detection of photons produced, e.g. by traversing particles in the detector ma-
terial, is crucial.
So far, most of the experiments have used photomultiplier tubes (PMTs) [101, 102] as they were the
most sensitive sensors for small light fluxes. They consist of an evacuated glass tube with a photo
sensitive photocathode at its entrance window followed by a multiple dynode structure to amplify
the signal. They are based on the photoelectric effect [101]. So, if a photon hits the photocathode,
there is a chance to release an electron1. The initial electron is then focused by an electrode and
accelerated by an electric field produced by the following dynode structure towards the anode at
the end of the tube. At each dynode there is the chance to produce secondary electrons. Typical
multiplication factors are 3 (at ∼ 150V accelerating voltage of the primary) to 6 (at ∼ 500 V ac-
celerating voltage of the primary) for aluminum oxide as dynode material [103]. However, much
larger multiplication factors up to 100 can be achieved for other materials [104]. As for each dyn-
ode an increment of the applied voltage has to be provided, a high operating voltage from 1000 to
1500 V has to be applied. The multiplication of the electrons will allow an amplified and therefore
measurable signal compared to a signal produced by a single electron collected by the anode. PMTs
offer a high quantum efficiency (up to 40% [105]) and an extended linear dynamic range if they are
carefully characterized. They can cover large detection areas2 as their entrance window is in the
order of few to several hundreds cm2. At the same time they require also a quite large volume due
to the acceleration in the dynode structure, making them challenging for space-limited detectors.
Also the usage of these sensors has to be prudent as they are damaged and age due to high light
fluxes.
The rapid development of solid-state detectors has provided alternative candidates like silicon pho-
tomultipliers (SiPMs) as light sensors [108, 109] for many research fields [110]. They consist of
an array of avalanche photodiodes (cells) operated in Geiger-mode. For an impinging photon, each
cell gives a well-defined signal with a high amplification gain O (106) [111]. By connecting the
cells in parallel, the number of cells refers, as a first approximation, to the number of impinging

1This is also possible by thermal excitation which is considered as intrinsic noise of a PMT.
2For examples of experiments exploiting the large size of PMTs please refer to the Super-Kamiokande [106] or the JUNO
[107] experiment.
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Figure 4.1.: Extrinsic semiconductors. Impurities are added to the neutral base material silicon.

photons. The dynamic range of a SiPM is therefore limited by the number of cells forming the
device. Being thin (O (1mm)) and having small detection areas of O (mm2) [105], they are easy to
install in space-limited detectors. As being semiconductor devices, SiPMs are manufactured with
great precision. Thus, the variation in the response of different cells and also between different
SiPMs of the same type is small O (< 1%) [112, 113]. Intense characterization as for PMTs is not
mandatory. They only need a supply voltage of several ten volts which can be provided by dedi-
cated electronics with a step-up conversion from power by a PC via 5 V-USB [114]. They are robust
against mechanical stress, radiation [115, 116], regarding high light fluxes and they do not show
significant aging [117]. However, the usage of SiPMs in some applications is limited by their dark
count rate of O (100 kHz per mm2) [105, 111] and by their small size.

4.1. Introduction to semiconductor light sensors

The properties of the signal to be examined determine the choice of a device. Different kinds of
silicon photodetectors exist. They focus on the determination of certain aspects as intensity, timing,
or spacial resolution of the signal while losing precision for others. During this section several
common devices are briefly described [118, 119].
All of those are based on two types of semiconductors: the intrinsic and the extrinsic. The intrinsic
type has no dopants. The number of electrons in the conduction band equals the number of holes in
the valence band. The extrinsic type refers to a doped semiconductor whereby the dopants mainly
control the electrical properties (cf. figure 4.1). For an n-type (‘negative’) semiconductor ions with
more valence electrons are added to the base material. The additional electrons are less bound. For
a p-type (‘positive’) semiconductor an impurity with less valence electrons is added so that the hole
concentration is increased with respect to the electron concentration. Holes correspond thereby to
missing electrons / empty spaces in the valence band.

Pn junction diode

A pn junction is the simplest semiconductor device and consists of an n-type and a p-type semicon-
ductor located directly next to each other (for the architecture of a pn junction cf. figure 4.2). At
the boundary, electrons drift to the p-doped side recombining with the holes and vice versa leaving
charged atoms behind. A narrow so-called depletion zone is formed with no mobile charge carri-
ers available. The ions then produce an electric field counteracting this diffusion process until an
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Figure 4.2.: Schematic of the architecture of a pn junction. At the boundary a depletion zone is formed
with no mobile carriers available but containing ions. The ions cause a potential across the
junction resulting in an electrical field.

equilibrium is reached. Charge carriers need additional energy to overcome the depletion zone
which acts as a barrier. If a voltage Vbias is applied, an additional electric field is established. For
the detection of photons the pn junction has to be operated reversely biased. A positive voltage
is applied to the n-type region attracting electrons towards the positive electrode and away from
the junction. The holes in the p-type end are also attracted away from the junction, towards the
negative electrode. The depletion region and the internal electrical field are thereby increased.
Practically no current flows through the junction diode.
If a photon with an energy Eγ larger than the band gap Egap of a doped semiconductor reaches the
pn junction, an electron-hole pair is created (for silicon at 300 K: Eγ ≥ Egap = 1.12eV). In general,
these free charge carriers will likely recombine if they are not separated due to an electric field like
introduced by the applied reverse bias voltage. If a separation occurs, the resulting recovery time
is relatively large O (1µs) as the depletion zone is small. [118, 119]

Pin photodiodes

A pin photodiode allows a faster recovery process. It consists of a highly doped p+n+ junction
with a quasi-intrinsic3 region in between. The thickness of the intrinsic layer ranges between a
few micrometers up to several hundred micrometers. Due to the low carrier concentration in the
intrinsic layer only a small reverse bias voltage is required for a full depletion. A large region without

3A lightly doped, nearly intrinsic and usually p-type semiconductor.
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mobile carriers is formed allowing a reduced capacitance compared to a pn junction diode [118].
The reduced capacitance enables faster signal and decay times. The depletion zone has thereby
an almost constant width, mainly defined by the width of the intrinsic region, and only with small
dependence on the reverse bias applied to the diode. Furthermore, an enlarged depletion layer
improves the sensitivity for red and infrared photons4 which penetrate deeply into the silicon before
getting absorbed.
The detection principle is the same as for a pn junction. If a photon with enough energy traverses the
depletion zone, again an electron-hole pair is created. Under the influence of the electric field the
electron and the hole drift towards the n+ and the p+ regions, respectively. Reaching the connected
electrodes they produce a measurable current. The amplification factor of a pin diode is still 1
and offers a large dynamic range with a linear response to the number of impinging photons. The
output current is typically in a range from few 100pA up to 1 nA. Limited by the noise of sensor
and electronics, the pin photodiode is therefore not suitable for the detection of single photons.

Avalanche photodiodes

For an improved detection of low light fluxes, an avalanche photodiode (APD) can be used. An
APD consists of a modified doping profile, a n-on-p structure. It is operated with a high reverse bias
voltage in the proportional avalanche region to induce an internal charge amplification mechanism.
Due to a higher electric field impinging photons produce not one electron-hole pair per photon
but an avalanche of secondary charge carriers: As the energy gain by the electric field during the
mean free path of the free charge carriers allows impact ionization, further electron-hole pairs
are produced resulting in an intrinsic amplification. For an APD, only electrons reach this critical
energy and the avalanche is developing towards the direction of the n-type region. The output
signal is proportional to the number of primary electrons, referring to the deposited energy in
the depletion region. Conventional avalanche photodiodes are designed to operate in this ‘linear’
mode of amplification and practical intrinsic amplification factors are in the range from 50 up to
200. [121]

Geiger-mode avalanche photodiodes

If the photodiode is operated in the Geiger-mode regime, an even higher gain can be achieved
compared to an APD (O (100) → O (105 − 106), comparable to the gain of PMTs). With rising
bias voltage the probability increases that an initial charge carrier pair, created by an absorption
of a photon5, will successfully initiate an avalanche breakdown of secondaries. Now also holes are
strongly accelerated by the electric field reaching their critical energy to contribute to the avalanche
process. The Geiger-mode is defined by a bias voltage Vbias larger than the avalanche breakdown
voltage Vbreak. This allows the efficient detection of a single photon while losing the possibility
to distinguish between several simultaneously impinging photons as each avalanche results in the
same signal regardless of the deposited energy. Thus, each Geiger-mode avalanche photodiode (G-
APD) is a binary device. The avalanche would be self-sustaining and would damage the diode. To
avoid any harm to the device and to reduce large deadtimes, a quenching resistor Rq ≈ O (100kΩ)
connected in series is needed. The voltage will drop along the resistor. If the voltage is below Vbreak,
the avalanche will stop. After each trigger the diode needs time to recharge and to reach its initial
state again. [121]

4Photons in the red wavelength regime have a larger absorption length of∼ 4.2µm (forλ= 680 nm) in silicon compared
to the blue wavelength regime with an absorption length ∼ 0.3µm (for λ= 465 nm) [120].

5to be precise: or due to thermal noise
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Figure 4.3.: Schematic of a SiPM. A SiPM consists of up to O (10000) cells connected in parallel. Each cell
consists of a G-APD and a quenching resistor Rq connected in series. Also depicted is a proposal
for an equivalent circuit of a G-APD on the left side of the figure. Here, an avalanche in a
G-APD can be compared as a switch closing due to impinging photons initiating a capacitance
cdiode to discharge over an internal resistance Rdiode. For reasons of simplicity, further parasitic
capacitances, resistances, and inductances are not shown. Please refer to [122] for an overview.
Figure adapted from [121] and [123].

Silicon photomultipliers

Silicon photomultipliers combine a good timing resolution and the discrimination power in the range
of single photons to larger number of simultaneously impinging photons. It consist of an array of
cells connected in parallel whereby each cell corresponds to a G-APD with its mandatory quenching
resistors in series. A schematic of the equivalent circuit of a SiPM is depicted in figure 4.3. If now
a photon traverses one cell, it will produce a standardized signal Si apart from small statistical
fluctuations. Multiple photons triggering multiple cells will produce a signal corresponding to the
sum of the signal of all cells Ssipm =

∑Ncell
i=1 Si offering a measure of the number of arriving photons6.

According to the state of the art, SiPMs are available in small sizes of typically 1−100mm2 consisting
of up to O (10000) cells. A magnified view of an example SiPM of Hamamatsu S12571-050P SMD
type [105] is shown in figure 4.4.

6if the number of impinging photons is small and the photons are well distributed in time and over the complete area
of the sensor.
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Figure 4.4.: Photo of a SiPM of Hamamatsu S12571-050P SMD type [105] used in this thesis. The active
area of the presented device is 1 x 1 mm2. It consists of 400 cells with a cell pitch of 50µm.
Photo courtesy of L. Middendorf.

4.2. Characteristics of silicon photomultipliers

The main parameter influencing the response of a given SiPM type is the overvoltage Vov

Vov(T ) = Vbias − Vbreak(T ) . (4.1)

It is defined as the difference between the reverse applied voltage Vbias and the minimal needed
breakdown voltage for an avalanche process Vbreak. All further characteristics as the amplification
factor and the photon detection efficiency, but also noise probabilities are influenced by this operating
parameter.
Increased vibrations of the silicon lattice due to higher temperatures strongly reduce the mean free
path length of the free charge carriers. Losing more energy on their way to the electrodes, a higher
breakdown voltage is needed for the same response to photons. The dependence of the breakdown
voltage Vbreak on the ambient temperature T can be described by

Vbreak(T ) = Vbreak(T = 0 ◦C) + β · (T − 0 ◦C) , (4.2)

whereby the coefficient β corresponds e.g. to 56 − 60 mV/K for Hamamatsu devices [105, 124].
Depending on the breakdown voltage, also the overvoltage and all overvoltage-dependent charac-
teristics are influenced by the ambient temperature.
As an example, the gain G is directly proportional to the overvoltage. At room temperature, the
gain is O (106). Additionally, it depends on the capacitance cdiode of the diode and the elementary
charge qe [125]

G(T ) =
cdiode · Vov(T )

qe
. (4.3)

For the operation of a detector based on SiPMs, the gain should be kept stable for all temperatures
to achieve a stable and predictable detector response. To achieve this, a compensation of the change
of the breakdown voltage by adjusting the applied voltage is needed as defined by equation 4.2.

Photon detection efficiency

A high photon detection efficiency (PDE) is a prerequisite for SiPMs as a promising light detection
device. The PDE denotes the overall probability for photon detection, taking into account the effi-
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Figure 4.5.: Indicated in the schematic is the architecture of a Geiger-mode avalanche photodiode. The
depletion zone is formed between the heavily doped n+ and p+ layers. Additionally, a lightly
n-doped π-layer is included. Photons in the blue light wavelength regime are mainly detected
in the depletion region while photons with larger wavelengths penetrate deeper in the material
and are mainly detected in the thicker π-layer. In addition, different optical crosstalk processes
are indicated: 1 - direct transmission; 2 - generation of charge carriers drifting into depletion
zone and triggering a breakdown; 3 - reflection at boundaries; 4 - reflection at inner boundary
of the coating layer. Adapted from [105].

ciencies of the individual detection stages. It is determined for SiPMs by four different effects (refer
to equation 4.4) shortly described in the following. The photon detection efficiency can thus be
expressed as

PDE(λ,θ , Vov) = εgeom ·QE(λ) · pavalanche(Vov) · εtrans(θ ) . (4.4)

The geometrical fill factor εgeom defines the fraction of the SiPM area which is sensitive to light.
Dead space is caused by connection wires, the series quenching resistor or optical trenches to reduce
noise. For common SiPM types the geometrical factor is about 80% [105]. The factor is depending
on the cell pitch as more cells of a SiPM result in more dead space over the whole SiPM area.
The quantum efficiency QE(λ) describes the probability that a single photon reaching the active
area of the SiPM generates an electron-hole pair. The probability of the absorption of a photon
depends strongly on its wavelength λ and on material properties. The initial charge carrier pair
may trigger an avalanche of further electron-hole pairs with a probability of pavalanche(Vov) [126].
The PDE is reduced depending on the incident angle θ of the photons on the entrance window as
photons having an arrival direction other than vertical undergo multilayer Fresnel reflections at the
optical boundaries from air to the entrance window and from the entrance window to the silicon
chip. This is depicted by the transmission efficiency εtrans(θ ) (measurements [127, 128], analytical
description [129]). For common devices the photon detection efficiency has its peak in the range
of 20 − 50% for its designated wavelength regime [105, 130]. Descriptions on how the photon
detection efficiency can be measured can be found in [131, 132, 133, 134].

Noise phenomena

Noise phenomena of SiPMs include thermally generated noise as well as correlated noise and are
highly dependent on the ambient temperature, the applied voltage and the number of cells.
Thermal noise is defined as a pair of charge carriers created in the depletion region by thermal
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excitation. Thereby, an avalanche in the G-APD is triggered without the presence of an impinging
photons. The avalanche results in the same response as for a photon and is not distinguishable
from a signal trigger. The thermal noise rate is highly dependent on the temperature. An increase
of 8 K results in a doubling of the rate as a rule of thumb [108]. Typical thermal noise rates are
in the order of 30kHz/mm2 for recent Hamamatsu devices [105]. For a 1mm x 1mm SiPM with
100 cells, the thermal noise rate is f ≈ 30 kHz. The probability to have two triggers in coincidence
in a time gate tgate = 20 ns is thus about P2·th = 1− e−tgate· f ≈ 0.06%. However, the rate may be
considered as the main bottleneck for some applications even if it has been strongly reduced by
continuous improvements in the manufacturing of SiPMs. The thermal noise rate is depending on
the overvoltage Vov and on the ambient temperature. So, even with a stable overvoltage the thermal
noise rate will increase with increasing ambient temperature.

Optical crosstalk and afterpulsing are defined as correlated noise, so noise requiring a trigger due
to a photon or thermal noise to be initiated.
During the avalanche breakdown free charge carriers can recombine emitting photons in the sur-
roundings of the cell [135, 136, 137, 138]. Optical crosstalk is defined as those photons causing
adjacent cells to be triggered. It results in an increased signal response. Different paths for crosstalk
photons are depicted in figure 4.5. Avalanches can thus be caused by a photon directly transmitted
and absorbed in a neighbouring cell or by a photon first crossing over in the n-doped layer of the
adjacent cell. There an electron-hole pair may be generated which in turn drifts into the depletion
zone and triggers an avalanche. Furthermore, a photon may get reflected onto a neighbouring cell
at the inner boundaries of the cell or of the coating layer. If the number of additional firing cells
would be constant, optical crosstalk would only cause an effective increase of the signal, and an
earlier saturation behaviour. However, the number of additional cells triggering is subject to large
fluctuations which deteriorates the achievable photon counting resolution. State of the art SiPMs
therefore often use ‘trenches’ between individual cells to suppress the transition of photons to a
neighboring cell whereby also the geometrical fill factor is affected as trenches introduce additional
dead space between cells. The crosstalk probability has been strongly reduced in the last few years
(pct = 30%→< 10% [105, 139]).
The crosstalk probability depends on the probability for each photon to trigger an avalanche, and
also on the gain (cf. equation 4.3) as it influences the number of emitted photons possibly produc-
ing crosstalk. As both quantities are depending on the overvoltage, the crosstalk probability can be
described roughly by a polynomial of second degree in Vov.
Afterpulses are delayed triggers in the original triggered cell. They are initiated by the release of
charge carriers trapped at material impurities during the avalanche process. The delay time has
been found to follow an exponential distribution with two time constants τap, fast = O (10ns) and
τap, slow = O (100ns). The afterpulse probability pap has been strongly reduced over the last years.
It is nowadays the less dominant noise effects of recent devices (O (< 5%)).
Afterpulses is the only correlated noise component increasing the dark noise rate, so the rate of
triggers occurring without any light signal. While crosstalk photons are producing a higher signal
coincident with another trigger, an afterpulse event may introduce another trigger. Therefore, the
dark noise rate is dependent on the thermal noise rate as well as on the afterpulse probability pap
and can be approximated by [108]

fdark = (1+ pap) fth . (4.5)

To depict the influence of the noise phenomena, an example trigger queue and the corresponding
trace is illustrated in figure 4.6. The trace is simulated by the SiPM simulation package G4SiPM
[123] (cf. section 4.3). First, a thermal noise event occurs in one cell of a SiPM triggering not
only an avalanche in this cell but also an optical crosstalk event in a neighboring cell. This is

48



4.2. Characteristics of silicon photomultipliers

thermal noise

afterpulsing

afterpulsing

photon afterpulsing

thermal noise

thermal noise

op. crosstalk

G4SiPM simulation

Figure 4.6.: Simulated voltage trace of a SiPM as it can be measured e.g. with an oscilloscope. Simulation
is performed by a SiPM package for the software framework Geant4, called G4SiPM. Figure
and caption adapted from [123].

followed by a second thermal noise event resulting in two delayed avalanches due to afterpulse
events, one according to the fast, the other to the slow time constant. Later on, a single photon
is reaching a third cell followed by an afterpulse event and again a thermal noise trigger. The
corresponding voltage trace demonstrates the unique response of a SiPM. A thermal noise event is
not distinguishable from a photon event. Therefore, a trigger is referred to as a photon equivalent
(p.e.). A crosstalk event is producing an amplitude of twice the height of one avalanche in a single
cell. Afterpulses are visible as delayed triggers, often resulting in a double peak structure.
By integrating such traces over time, a charge spectrum, more precisely the number of triggers as
a function of the charge, can be produced. An example for a SiPM operated in darkness is shown
in figure 4.7. Due to the standardized signal of the cell response, a peak-like structure is visible
whereby each peak corresponds to a certain number of photon equivalents. The distance between
two peaks thereby refers to the gain of the SiPM, the difference in amplitude for the first p.e. peaks
is a measure of the crosstalk probability increasing the signal height. Simultaneous triggers due to
thermal noise become unlikely for a high number of photon equivalents.
Containing information on the response of the SiPM, such spectra can be used as a monitoring
system over the lifetime of an experiment. Changes in the SiPM, for example, in the gain would be
directly visible. This also allows for the differentiation between changes in the detector itself and
the light sensor, which is unique for SiPMs.

Dynamic range

The number of triggered cells of a SiPM is, as a first approximation, a direct measure of the num-
ber of impinging photons. This assumption can describe relatively small number of photons well
distributed in time and spread over the whole area of the SiPM. For a larger number of photons,
this linear response is not valid anymore as more and more photons are reaching one cell simul-
taneously, thus resulting in the same response as for a single photon trigger. Also correlated noise
has a larger impact on the number of triggered cells, delaying or increasing the signal. However,
the maximum number of detectable photons is fundamentally limited by the finite number of cells.
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Figure 4.7.: Typical single photoelectron spectrum recorded with the electronics and the SiPM of Hama-
matsu S13360-1350PE type [105] used in this thesis. The spectra for the SiPM in darkness is
shown. The first peak corresponds to one cell trigger or one photon equivalent (1 p.e.), the
next to 2 p.e. and so on. The individual peaks are well separated which indicates the good
photon counting capabilities of a SiPM. The spectrum was measured with a trigger threshold
of 0.5p.e.

The optical signal range over which a SiPM delivers a useful output is defined as dynamic range.

For an ideal SiPM illuminated by a short light pulse, the response function to describe the SiPM
non-linearity is

ntrig, cells(nγ)

p.e.
= ntot, cells (1− e−PDE∗·nγ/ntot, cells) (4.6)

nγ→0
= PDE∗ · nγ , (4.7)

where ntrig, cells refers to the number of fired cells of a SiPM due to nγ impinging photons. The
amount of triggered cells is thereby defined as the total signal charge divided by the gain G of a
single cell, so that ntrig, cells can be a decimal number. The quantity PDE∗ corresponds to the effective
photon detection efficiency overestimating the probability for photon detection. This efficiency
takes correlated noise effects into account in contrast to the regular PDE (cf. equation 4.4). ntot, cells
is the total number of SiPM cells available.
The dynamic range is highly dependent on the actual noise rates, so on the ambient temperature
and the chosen SiPM type, as well as on the time and spatial distribution of the impinging photons.
For example, the fast recovery time of each cell allows a further trigger of the same cell during the
recovery process. The corresponding avalanche will result in a smaller signal than for a completely
charged cell but would still contribute to ntrig, cells. A study of the dynamic range for several types
under the influence of the pulse time duration and the SiPM over-voltage is presented in [113].
The dynamic range can be also accurately described by means of Monte Carlo based simulation
packages as G4SiPM [123] described in the following section 4.3.
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4.3. G4SiPM - a Geant4 simulation package for SiPMs

G4SiPM [123] is a Monte Carlo (MC) based simulation package developed by T. Niggemann. The
simulation package is supposed to be used in the scope of the Geant4 (GEometry ANd Tracking)
framework [140]. Geant4 is an open source toolkit widely used in the communities of high-energy,
astroparticle, nuclear, accelerator physics and e.g. medical science related to physics. It was devel-
oped for the study of particles passages through matter using MC methods. The Geant4 software
framework will be explained in detail in chapter 7.1.
G4SiPM follows the approach that the response of a SiPM on a single cell basis can be described
over its complete dynamic range by means of a phenomenological model. This model is strongly
based on measurements. The basic procedure of the simulation is the same for each SiPM type,
but depends strongly on its characteristics. Therefore, the SiPM model of interest can be defined
by the user in a properties file containing mandatory input parameters as number of cells, cell
pitch, geometrical fill factor, thickness and refractive index of the entrance window, breakdown
voltage, thermal noise rate, probability of crosstalk/afterpulsing and time constants of the after-
pulsing, spectral and angular PDE or recovery time constants. Many of those properties are given
in the datasheets of the manufacturer but mostly only for one working point. The dependence on
the ambient temperature T or the applied voltage Vov is accounted for in the simulation. For a cor-
rect prediction of the response, the user may define the actual environmental temperature and the
used bias voltage in his personal setup. The SiPM may be exposed to light embedded in a Geant4
simulation framework, but also the simulation of pure dark noise is feasible.

The simulation schedule is described shortly in the following. Please refer for a detailed overview
to [54, 123, 141].
A simulated SiPM is composed of geometric shapes and materials that correspond to the structure
of a real device, whereby only the silicon of the SiPM is defined as the sensitive area. As in a real
device, the successful detection of impinging photons is mainly depending on the photon detection
efficiency of the device under study (according to equation 4.4).
Photons may now illuminate the entire area of the SiPM. Arriving at the entrance window under an
incidence angle θ , photons may undergo multilayer Fresnel reflections at the optical boundaries at
the coating and the silicon chip. These processes are implemented in the Geant4 framework itself.
The probability for a photon to enter the sensitive area is thus automatically reduced comparable
to the transmission efficiency εtrans(θ ) of photons included in the PDE. The photons arriving at the
sensitive area may get rejected by the G4SiPM simulation if arriving at a dead space between cells
of the SiPM (according to fill factor εgeom included in the PDE). The surviving photon in turn may
get considered as a hit (with a certain probability phit) or is rejected by the G4SiPM simulation.
The probability for a hit is defined as phit =

PDE(λ)
εgeom·εtrans(θ )

. It depends thus as expected on the PDE.

However, the PDE is divided by the two factors εgeom and εtrans(θ ) as those have been already ac-
counted for by the previous steps of the simulation7.
The hit characteristics such as the time stamp or the creation process (signal hits - ‘photons’, later
on for noise hits - ‘thermal’, ‘crosstalk’, ‘afterpulsing’) are stored. Also the cell id and the charge
state of the cell at time of the hit are saved. After each avalanche in a cell, a recharge process
sets in. Until the cell reaches its initial state again giving the known standardized pulse height, a
further hit may trigger the cell. The corresponding avalanche won’t yield the same signal as a fully
recharged cell. For each hit, the recharge status of the cell is therefore accounted for by a weight
w= Vout/V1 p.e. whereby w= 1 corresponds to fully recharged cells.

7Please be aware of the fact that the PDE given in datasheets of manufacturers is determined by measurements of
vertical photons.
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The same calculation of the weight is used for the dark noise which is added for each individual
cell after the photon tracking has come to an end. First, thermal noise is simulated according to
the thermal noise rate of the chosen device. It is uniformly distributed in a time window reason-
ably larger than the time window of the signal. The cell identifier is distributed uniformly over
the complete device. The hits by thermal noise are added to the signal hits queue in chronological
order. As a next step, hits are processed chronologically regardless of its origin, and the probability
for correlated noise is calculated. If a crosstalk hit occurs, a simultaneous hit may be assigned in a
neighbouring cell. For an afterpulse hit a delayed hit is stored with a time difference according to
the afterpulse time constants but in the same cell.
G4SiPM also allows a conversion from the hit queue to a more realistic response in form of a voltage
trace. This conversion can be interpreted as an ADC conversion of the signal. For each hit a pulse

Vhit, i = w · A1 p.e.

�

1− exp
�

t − thit

τrise

��

· exp
�

−
t − thit

τfall

�

(4.8)

is generated, where thit is the time of the hit, A1 p.e. the amplitude of a 1 p.e. pulse, w the weight
according to the recharge status of the cell. The constants τrise and τfall correspond to the time con-
stants of the rising and falling edge, respectively, and are characteristics of the readout electronics
used. The response of a complete SiPM is then the sum of all pulses Vtrace =

∑Nhits
i=1 Vhit, i + V0. The

additional component V0 refers to the electronic noise of the setup used in the lab.
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CHAPTER5
Theoretical background of particle detection

The detection of charged particles utilizing photons is based on few components:

• a detector medium in which traversing particles may deposit energy which is converted into
photons;

• a photosensor detecting the light and converting it into a measurable signal;

• electronics processing, preparing, and storing the signals for further analyses and providing
monitoring and managing of the photosensor and data taking settings.

Aiming to design a device optimized for the measurement of charged particles (more precisely of
muons contained in air showers) with silicon photomultipliers as photosensors and key elements,
a scintillator-based detector has been designed within the scope of this thesis. It is studied by
simulations as well as by detailed measurements of a prototype detector and substudies of its optical
components.
Relevant physical processes for this thesis are discussed in this chapter.
The detection of particles is based on their interactions in the detector medium producing photons.
Collection and transport efficiency of those photons depend on the optical characteristics of the
detector components as for example the optical properties of their surfaces determining the manner
and amount of reflection or refraction. Furthermore, basic characteristics of the chosen optical
components for the particle detection, plastic scintillators as well as wavelength shifting fibres (WLS)
and optical waveguides, are introduced.

5.1. Energy loss of charged particles in detector medium

When crossing matter, heavy charged particles (with masses M � me) interact with the shell elec-
trons of the material. They can ionize or excite the atoms or molecules of the traversed medium.
The resulting mean rate of continuous energy loss dE along the particle trajectory dx can be de-
scribed by the Bethe-Bloch formula over many orders of magnitude of particle energy [11, 142,
143].
For most studies in high-energy physics, the average energy loss


dE
dx

�

in a given material can be
described as a function of the particle velocity in units of speed of light, β , only.
An overview of the energy loss of a muon in copper is depicted in figure 5.1. The mass stopping

53



Chapter 5. Theoretical background of particle detection

�

4 32. Passage of particles through matter

(Ne = NA ⇢Z/A). The former is used throughout this chapter, since quantities of interest
(dE/dx, X0, etc.) vary smoothly with composition when there is no density dependence.
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Fig. 32.1: Mass stopping power (= h�dE/dxi) for positive muons in copper as a function
of �� = p/Mc over nine orders of magnitude in momentum (12 orders of magnitude in
kinetic energy). Solid curves indicate the total stopping power. Data below the break at
�� ⇡ 0.1 are taken from ICRU 49 [4], and data at higher energies are from Ref. 5. Vertical
bands indicate boundaries between di↵erent approximations discussed in the text. The
short dotted lines labeled “µ� ” illustrate the “Barkas e↵ect,” the dependence of stopping
power on projectile charge at very low energies [6]. dE/dx in the radiative region is not
simply a function of �.

32.2.2. Maximum energy transfer in a single collision :

For a particle with mass M ,

Wmax =
2mec

2 �2�2

1 + 2�me/M + (me/M)2
. (32.4)

In older references [2,8] the “low-energy” approximation Wmax = 2mec
2 �2�2, valid for

2�me ⌧ M , is often implicit. For a pion in copper, the error thus introduced into dE/dx
is greater than 6% at 100 GeV. For 2�me � M , Wmax = Mc2 �2�.

At energies of order 100 GeV, the maximum 4-momentum transfer to the electron can
exceed 1 GeV/c, where hadronic structure e↵ects significantly modify the cross sections.
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Figure 5.1.: Energy loss of a muon traversing copper as a function of the particle energy. The stopping
power −




dE
dx

�

1
ρ for a medium energy range can be described by the Bethe-Bloch formula while

for higher energies radiative effects dominate. Figure from [11].

power −

dE

dx

� 1
ρ is shown over a large range of particle energy as a function of βγ= p/Mc whereby

p and M are momentum and mass of the studied particle. ρ is the material density. For energies
with βγ > 0.05, the energy loss can be described by the Bethe-Bloch formula until radiative losses
become the most relevant process for βγ ≥ 1000. An important quantity predicted by the Bethe-
Bloch formula is the energy of a minimum ionizing particle (MIP). It is defined as the energy, at
which the minimum energy loss for ionization processes occurs. In the region of the minimum with
βγ between approximately 2 and 100, the ionization losses of particles are only weakly dependent
on their momentum. Most relativistic particles like muons in an air shower reaching the ground
can be considered as MIP [11].
Due to its asymmetric shape with the extended tail towards high values, the mean energy deposi-

tion described by the Bethe-Bloch formula is not referring to the most probable value (MPV), µmpv,
for the energy loss but states higher values.
The more adequate description for single particles crossing a moderate layer x of matter is therefore
the Landau distribution (cf. figure 5.2) [11, 144]. It is expected, for example, that the number of
photons, λ, emitted during a particle passage in a scintillator will follow the Landau distribution

p(λ) =
1
π

∫ ∞

0

e−t log t−λt sin(πt)dt . (5.1)

The distribution is dominated by the fluctuations of the energy loss by particle ionization due to a
small number of collisions. It is highly-skewed with a high energy tail theoretically extending to
infinity. Thus, if the Landau distribution is integrated, the result is an infinite value. The degree of
skewness increases with increased thickness of the material as well as the maximum of the distri-
bution corresponding to the most probable value, µmpv.
Even if the Landau distribution should be able to describe the response of scintillator-based detec-
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2.3. Szintillation

Mittelwert liegt daher auch deutlich höher als die Energiedeposition der meisten Ereignisse
und ist folglich irreführend bei der Beschreibung von Daten einzelner Teilchendurchgän-
ge. Abbildung 2.3 zeigt die Form der Landauverteilung anhand des Energieverlustes von
Pionen in Silizium.
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Abbildung 2.3.: Darstellung der Landauverteilung anhand des Energieverlustes von Pio-
nen in Silizium [3, Abbildung 30.8]. Der linke Pfeil markiert den maxima-
len Energieverlust, der recht Pfeil markiert den mittleren Energieverlust
(Bethe-Bloch)

Die Landauverteilung kann folgendermaßen parametrisiert werden [33]:

f(�E, x) = 1Ô
2fi

· exp
3

≠1
2

3�E ≠ �Emp

Ÿflx
+ exp

3
≠�E ≠ �Emp

Ÿflx

444
(2.2)

mit:
�E : Energieverlust

�Emp : Wahrscheinlichster Energieverlust
x : Dicke des Absorbers

Ÿ = 2fiNAr
2
emec

2z2 · Z/A · 1/—2

2.3. Szintillation

Szintillation ist ein Spezialfall der Lumineszenz und beschreibt die Eigenschaft von Mate-
rialien, nach Anregung durch ionisierende Strahlung einen Teil der absorbierten Energie
über Photonen wieder abzugeben. Szintillationsfähige Materialien werden Szintillatoren
genannt und man unterscheidet zwischen anorganischen und organischen Szintillatoren,
wobei für diese Arbeit nur organische Plastikszintillatoren von Bedeutung sind. Sie zeich-
nen sich durch extrem schnelle Lichtsignale in der Größenordnung weniger Nanosekunden
aus, sind preiswert und beliebig formbar. Der Nachteil gegenüber anorganischen Szintilla-
toren liegt in der schlechteren Energieauflösung, welche für den Betrieb eines Triggerde-

9

Figure 5.2.: Landau distribution describing the energy loss of a 500 MeV pion in silicon. Shown are several
thicknesses of traversed matter x . The following important parameters are depicted for the
distribution for a thickness of 640µm, represented by a blue, solid line. The width w is the
full width at half maximum. The left arrow marks the maximum energy loss ∆p/x referring to
the most probable value µmpv in the notation of this thesis, the right arrow marks the average
energy loss described by the Bethe-Bloch formula. Figure from [11].

tors, often a convoluted Landau distribution with a Gaussian or Poisson distribution has to be used
in a real experiment. Additional fluctuations by subsequent optical and detection components may
conceal the pure Landau distribution.

5.2. Optical elements for particle detection

5.2.1. Scintillators

The sensitive volume of a scintillation detector is a luminescent material. Scintillators are widely
used in various detector systems in the research fields of nuclear physics, high energy (astro-
)particle physics, or nuclear medicine. The basic detection principle is the absorption of energy
from traversing particles or radiation. The scintillation process is thus a special case of lumines-
cence. A small part of the absorbed energy is then released by photons resulting is isotropic emitted
light. Materials capable of scintillation are categorized into two basic groups, organic and inorganic
scintillators, and can be in principle liquid, solid, and gaseous. As plastic scintillators, a subtype of
organic scintillators, are subject of this thesis, only this type is discussed in the following. For a
detailed overview of organic and inorganic scintillators please refer to [145, 146, 147].

Organic scintillators are characterized by extremely fast light signals of a few nanoseconds, al-
lowing for pulse-shape discrimination. They are inexpensive and can be shaped as desired.
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Due to their relatively low density in the order of 1.0 to 1.5g/cm3 [11], high energetic radiation
and particles are usually not stopped in the material. The production of light in organic scintilla-
tors is based on the transitions in the energy level structure including vibrational sublevels of each
molecule with delocalized π-electrons. The electron configuration allows singlet states S j with spin
0 and triplet states T j with spin 1. The ground state is referred to as j = 0 whereby triplet states
have no ground state. Excited states are denoted by j > 0. When an ionizing particle (i.e. a muon)
loses energy in the base material, a π-electron may get excited from the ground state S0 to the first
excited state S1 or to higher modes. The additional energy is needed as an energy gap between two
states is working as a barrier. The spacing between S0 and S1 is in the order of 3− 4eV whereby
the energy gap is strongly reduced for higher modes. The vibrational sublevels of each state differ
by about 0.15eV. As the average thermal energy at room temperature is already smaller than the
energy gap between vibrational states, all molecules in the base material will populate the ground
state. Following an excitation, a relaxation takes place over several energy levels, whereby transi-
tions can take place without radiation. The energy is released by excitation of degrees of rotation
or vibration of the molecule. A schematic overview of possible absorption and emission processes is
shown in figure 5.3. Higher states as S2, S3, or vibrational sublevels de-excite quickly (in the order
of picoseconds) to the S1 state through radiationless transitions.
The emission of light is only initiated by a de-excitation or internal conversion of the S1 state. Two
possible mechanisms can be triggered. First, a de-excitation back into the ground state S0 or to
sublevels just above S0 (cf. figure 5.3) takes place, which will emit fluorescence light (O (ns)). This
is the most prominent mechanism. Second, the conversion into a triplet state T1 via an inter-system
crossing occurs. The lifetime of the T1 state is much longer than the lifetime of the S1 state and can
be in the order of O (ms). A de-excitation from the excited T1 state leads to the delayed emission
of phosphorescence light. Also a thermally re-excitation from the T1 state to S1 is possible where
again fluorescence light via a following de-excitation to the ground state would be emitted. As the
energy difference of T1 to S0 is smaller than the energy difference of S1 to S0, the wavelength of
the emitted phosphorescence photon is larger than the wavelength of the fluorescence light. The
discrimination of phosphorescence from fluorescence light can thus be based on timing and wave-
length.
The same principle allows organic scintillators to be almost transparent to their own fluorescence
emission. All fluorescence emissions have a lower energy than the minimum required for further
excitation. There is still some small overlap between emission and absorption spectra resulting in
a shortened attenuation length. However, the emitted light mostly passes straight on through the
scintillation medium. [148]
As a first approximation, for low radiation densities, the relation between light yield L and deposited
energy E by a charged particle per unit length x would be linear with the scintillation efficiency
εS of the studied material. With increasing density of traversing particles, the energy loss is regu-
lated by recombination or quenching processes as e.g. non-radiative de-excitation processes. The
intensity can then be described according to Birk’s law [147]

dL
dx
=

εS ·
dE
dx

1+ k B · dE
dx

, (5.2)

whereby the influence by quenching is depicted by the Birk’s constant k B. The constant is char-
acteristic for the studied material and the traversing particle and has to be determined for each
scintillator by measurement1 [143]. All kind of ionizing particles from electrons up to heavier nu-
clei can be detected, even if not with the same efficiency. Deviations from the linearity due to

1whereby B · dE
dx depicts the density of excitation centers available in the medium along the trajectory of the particle and

k is the quenching factor.
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Figure 5.3.: Energy levels of a π-electron system of a single molecule in an organic scintillator. Dashed
lines indicate vibrational sub-levels. The levels S j denote singlet states, whereby S0 indicates
the singlet ground state and j > 0 are excited singlet states. De-excitation from the S1 to
the ground state S0 results in fluorescence emission with a fast time constant. Triplet states
T j with j > 0 are populated via a non-radiative inter-system crossing from the excited singlet
state S1 as the direct transition is a spin-forbidden process. The de-excitation from a triplet to
the singlet ground state results in phosphorescence emission. It has an enlarged time constant
compared to the fluorescence emission. Modified, original figure from [147].

quenching effects e.g. are more pronounced for heavier and thus higher ionizing particles2. The
performance of a scintillation device is mainly determined by its light output (i.e. the integration
of equation (5.2) from the incoming-particle initial energy down to zero).

Plastic scintillators are a subcategory of solid organic scintillators. They consist of a plastic base
material. In general, two different ‘wavelength shifter’ materials, commonly fluors, are added to
the base material. A wavelength shifter is thereby characterized as a photofluorescent material
that absorbs higher energy photons and emits lower energy photons. The base material of a plastic
scintillator absorbs the energy of a traversing particle and emits typically fluorescence and phos-

2An increased ionization power will result in a higher density of excited molecules also increasing quenching effects.
Thus, energy is carried away by interactions not resulting in luminescence.
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phorescence photons in the ultra-violet (UV) wavelength regime with a short attenuation length
O (mm). First, a ‘primary’ fluor is dissolved into the base material. It allows for the absorption
of the UV photons and the re-emission of photons with a wavelength shifting towards the visible
spectrum regime and an increased attenuation length. By adding a second fluor, a shorter rise and
decay time of the light output is achieved. Plastic scintillators allow for a reasonable cost per de-
vice and the use of complex scintillator shapes compared to e.g. inorganic scintillators. In return,
a smaller light output and a higher probability of aging due to heat, UV light, or radiation damages
are accepted. As a rule of thumb, the density of plastic scintillator material is about 1g/cm3 and its
photon yield about 1 photon per 100eV deposited energy. Therefore, a 1 cm thick absorber yields
about 2 × 104 photons if traversed by a MIP (e.g. a muon). Collection and transport efficiency
of a complete detector system (from the scintillator to the photosensor) will reduce the light yield
significantly.

When handling solid scintillator material, (cotton) gloves have to be worn all the time to avoid fin-
gerprints on the surface as the body acid may cause the cracking of the plastic. These microcracks
degrade the transmission of light by total internal reflection. Furthermore, performing, for example,
a wrapping process in a clean room is highly advisable since the scintillators are electrostatically
charged after removing their protective foil and therefore attract dust easily.

5.2.2. Reflective materials

Produced light in a scintillator will be contained to a high degree in the material due to total internal
reflection at the border of the scintillator to the surrounding air. However, as detector parts (e.g.
tiles or bars) made of scintillator have a large surface area, the loss of light at the edges and plain
areas of those parts will occur, especially at contact areas with other material than air. To reduce
theses losses and to prevent crosstalk between parts (if used in the same assembly), highly reflective
materials are used to guide the light back into the detector medium. There are several reflectance
materials common for wrapping or painting of scintillators. Diffuse reflector paint is provided by
several manufacturers of scintillator like Saint Gobain (e.g. BC-620 [149]) or Eljen Technology
(e.g EJ-510 [150]). It is composed of titanium dioxide pigments and a water soluble base building
a bright white paint. Compared to painting, wrapping by hand of individual scintillator parts is
both time consuming and difficult to do consistently, but is removable. It has to be performed in
several layers to allow a full coverage of the surface and sufficient reflectance efficiency. As diffusive
reflective wrapping material Polytetrafluorethylen (PFTE) or Tyvek can be used.
Tyvek is a synthetic material composed of high-density polyethylene fibres. It is provided as flexible
but strong sheets. PTFE tape, also known under trademark Teflon, is available in various designs
as threaded or plumbers tape and is normally used for sealing in gas and water systems. During
studies presented in [151], no significant differences between the BC-642 PTFE reflector tape of
Saint Gobain [152] and standard thread tape have been found. The wrapping with PTFE tape is
more time consuming and challenging as for Tyvek sheets, as the tape is elastic. It stretches and
due to its smooth surface it easily moves and creeps. It has to be wrapped with enough tension to
avoid air inclusions between the scintillator and the tape if a reproducible wrapping procedure for
detector parts is required.
Reflective foils provide specular reflectance. Aluminum foil or reflective ‘mirror’ foil with increased
reflectance efficiency as the Enhanced Specular Reflector (ESR) films by 3M [153] are commonly
used.
A study of the optical reflectance of several described reflectors has been performed in [154]. The
angular distribution or relative light intensity as a function of the reflectance angle θ for Teflon
and aluminum foil can be found as examples in figure 5.4 for different incidence angles. The
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Reflector relative reflection coefficient ± standard deviation

Teflon (4 layers) 1.000± 0.006

Teflon (3 layers) 0.992± 0.004

Tyvek paper 0.979± 0.004

Titanium dioxide paint 0.951± 0.003

ESR foil 0.944± 0.013

Aluminum foil 0.787± 0.014

Table 5.1.: Average reflection coefficients of commonly used optical reflectors for incident angles between
14 ◦ and 78 ◦. Values are normalized to results of four layers of Teflon. Taken from [154].

(a) Three layers of PTFE tape. Angular distribution refers
to a diffuse reflector.

(b) Aluminum foil. Angular distribution refers to a spec-
ular reflector as the reflectance angle distribution corre-
sponds to its corresponding incidence angle.

Figure 5.4.: Reflectance angular distribution profile. Shown are measurements of PTFE and aluminum foil
for incidence angles of 10 ◦, 30 ◦, 50 ◦, 62 ◦ and 74 ◦ for phi equal to 0 ◦. Taken from [154].

different responses for material with dominating specular (aluminum foil) and diffusive (PTFE tape)
reflections are visible. PTFE tape can be described as a pure Lambertian light distributor. Tyvek
shows a complicated behaviour, neither fitting specular nor diffuse reflectors nor linear combination
of both. Also the relative reflection coefficients were determined with respect to four layers of
Teflon. A selection of materials is shown in table 5.1. All materials except aluminum foil show
similar high reflection coefficients.

5.2.3. Optical fibres

Optical fibres can be used to collect light in optical detector elements. In physics three basic fibre
types are commonly used: Optical waveguides, wavelength shifting and scintillation fibres. The first
one provides only the guidance of light from the outside over long distances while the two latter
include the emission of light in the fibre material. The basic components of all fibre types are a
core and its cladding(s). The cladding provides light guidance as having a lower refractive index
than the core material. To reduce light losses, thus improving the light yield of the fibre, a further
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cladding may be added with an even lower refractive index. Fibres with at least two claddings are
referred to as multiclad fibres. Optical fibres used in physics have commonly diameters of O (1mm)
whereby the thin cladding layers have a thickness of a few percent of the fibre diameters. Optical
fibres are available with a round or a square cross-section. The core of an optical fibre is made of
polystyrene (PS), while the claddings consist of polymethylmethacrylate (PMMA, inner cladding)
and fluorinated polymer (FP, outer cladding) [155, 156]. As in this thesis only round fibres are
studied, square fibres are not discussed here. For a general overview about fibre optics please refer
to [155, 156].

As the photon wavelengths for optical fibres are in the visible spectrum, they are small compared to
the dimensions of the fibre. The description of important optical processes as the guidance of the
photons within fibres can be described by means of geometrical optics. Therefore, basic principles
applied to fibres are introduced in the following. These principles are valid for all optical fibre types.

5.2.3.1. Total internal reflection

The transit or deflection of a photon at the border between two media can be described according
to Snell’s law

n1 · sin(θin) = n2 · sin(θout) (5.3)

⇔ cos(θout) =

√

√

1−
�

n1

n2
· sin(θin)

�

(5.4)

⇔ θout = arcsin
�

n1

n2
· sin(θin)

�

, (5.5)

whereby n1 and n2 denote the refractive indices of the two media. θin and θout are the incidence
and refraction angle, respectively. The angles are formed between the ray of light and the normal
point of incidence or exit to the surface. The law describes three cases assuming n1 > n2. First, the
ray is refracted inside the second medium. Second, the ray is deflected with a direction along the
boundary. Third, the ray is reflected back and will stay in the first medium. The latter phenomena
is called total internal reflection (TIR).
The critical angle for total internal reflection, αTIR, is given by

n1 · sin(αTIR) = n2 · sin(90 ◦) (5.6)

αTIR = arcsin
�

n1

n2

�

. (5.7)

The angle is also defining the maximum acceptance angle αmax of a fibre. The full acceptance angle
is defined as the maximum allowable input angle for each optical fibre and is directly related to
the numerical aperture (NA) specification. The NA of a fibre is thus a number that defines its light
gathering capability. A larger NA corresponds to a larger acceptance angle.
The NA of a singleclad fibre can be calculated from the index of refraction values for the fibre core
(ncore), the fibre cladding (ncladding) and the ambient material nambient whereby often nambient ≈
nair = 1

NA= nambient sin(αmax) (5.8)

= ncore sin(90 ◦ −αTIR) = ncore cos(αTIR) (5.9)

=
Ç

n2
core − n2

cladding . (5.10)
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Figure 5.5.: Exemplary particle paths in a round multiclad fibre for meridional (top) and skew (bottom)
light rays. Meridional rays propagate inside a constant plane crossing the fibre axis while skew
rays spiral along the fibre axis but do not cross it. Figures adopted from [157].

The output beam of a fibre would also be scattered according to its numerical aperture. Thus,
optical fibres do not produce beam-like outputs, but rather quickly diverging cones of illumination.
However, due to symmetry principles in fibre optics, the output angle of a fibre is approximately
the same as the input angle, even if the input angle is lower than the maximum acceptance angle.
For a multiclad fibre an additional cladding is introduced influencing the ray paths within a fibre.
The numerical aperture of a multiclad fibre is limited by the maximum angle captured by the second
cladding. It is defined by

sin(αmax, multiclad) = arcsin
�Ç

n2
core − n2

cladding2

�

> arcsin
�Ç

n2
core − n2

cladding1

�

. (5.11)

The additional layer therefore increases the numerical aperture of a fibre and allows for larger input
(and exiting) angles.
In general, in a real optical setup also larger angles are allowed. There are a specific number of ray
paths that can efficiently propagate through a fibre. The ray paths can be grouped as meridional
and skew rays (cf. figure 5.5). Meridional rays cross the fibre axis along their trajectory through
the fibre. They will leave the fibre at any point of the end cross section. The numerical aperture
calculation presented is valid for meridional paths.
Skew rays spiral along the fibre axis but do not cross it. They allow for larger exit angles than
meridional rays. As traveling far away from the fibre axis, they strongly contribute to the distribu-
tion of exit angles towards the outer region of the fibre. Their spiral propagation prolongs the way
needed for traversing the same distance in the fibre material compared to meridional rays. Due to
attenuation effects, the fraction of skew rays may be strongly reduced for increased traversed fibre
lengths.
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5.2.3.2. Fresnel equations

Predictions of the behaviour of light when moving between media of differing refractive indices can
be extended by the Fresnel equations.
The polarization of the light has a high impact on the fraction of light which is refracted given by
the transmission T and which is reflected given by the reflection coefficient R. Two polarizations
exist

1. s-polarized light, where the E-field is perpendicular to plane of incidence and

2. p-polarized light, where the E-field is parallel to plane of incidence.

Assuming unpolarized light3, the combined reflection coefficient R can be calculated by

R=
Rs + Rp

2
. (5.12)

The reflection coefficients Rs for s-polarized light and Rp for p-polarized light at a boundary between
two media with refractive index n1 and n2 are thereby given by

Rs(n1, n2,θin) =
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and

Rp(n1, n2,θin) =
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(5.14)
where θin and θout are the incidence and exiting angle.
As a consequence of the conservation of energy, the combined transmission can be calculated via

T = 1− R , (5.15)

whereby the transmission coefficients are also defined by Ts,p = 1− Rs,p.

For a real detector setup, which studies the light transmission from a WLS fibre to a light guide
or from an optical fibre to a light sensor, often a small air gap between those components has to
be considered. Therefore, the Fresnel equations have to be extended to a multilayer calculation
depending on the refractive indices n1, n2, n3 of the considered materials and on the incident angle
θin on the exit surface of the fibre. The transmission coefficients Ti j refer to the transmission from
material i to material j.
To first order, the transmission from the first to the third medium will be a product of the transmis-
sion of the considered materials

T1st order
13 (θin) = T12(θin)T23(θout) . (5.16)

The angle θout corresponds to the angle after the transmission from the first to the second medium.
As multiple layers are involved, higher orders of transmission processes are possible. A light ray may

3containing an equal mix of both polarizations
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leave the first medium but will be reflected at the boundary from the second to the third medium.
If the ray is reflected back again from the boundary from the second medium to the first medium,
there is a chance to enter nevertheless the third medium. This leads to a next ordering process

T2nd order
13 (θin) = T12(θin)R23(θout)R21(θout)T23(θout) . (5.17)

Even higher orders of reflections back and forth between the boundaries are possible but become
unlikely. The transmission including the inner-boundaries reflections can be described by means of
an infinite geometric series and is given by

Thigher orders
13 (θin) = T12(θin)

�∞
∑

i=0

(R23(θout)R21(θout))
i

�

T23(θout) (5.18)

=
T12(θin)T23(θout)

1− R23(θout)R21(θout)
, (5.19)

while neglecting light rays leaving the inner-boundary region at the fibre edges.
Therefore, air gaps between individual fibres result in transmission losses. Exemplary, a thin air
gap introduced between the WLS fibre (nWLS = 1.60) and an optical waveguide (noptical = 1.49)
results in the loss of half of the light if a uniform angular distribution is assumed. Mostly, as the
maximum transmitted angle θin is reduced from 68 ◦ to 39 ◦.

Attenuation

In an optical fibre, several more effects may cause a reduction of the light intensity along the fibre.
For example, assuming a bending of the fibre in a detector setup, the change in orientation of the
boundary seen by the ray paths may introduce light losses if the incident angle of light rays exceeds
the critical angle of internal total reflection. In addition, mechanical damages to either the core or
the cladding can be caused. Therefore, the bending radius of the fibre has to be carefully decided.

Furthermore, absorption losses may be caused by impurities in the fibre material and microscopic
cracks in the claddings due to heat or freeze, or losses due to scattering may occur. The attenuation
curve is commonly approximated by an exponential expression

I(x) = Iin · exp
�

−
x

datt

�

, (5.20)

with datt being the attenuation length [155, 156]. The effective attenuation length provided by
manufacturers are typically in the range of few meters for wavelength shifting fibres and is strongly
increased for light guides. The effective attenuation length describes an average over all occurring
light paths in the fibre. Additionally, transmission losses are wavelength dependent. This results in
a change of the emission spectrum as a function of the fibre length. This change is characteristic
for each specific fibre type and has to be determined by measurements.

Wavelength shifting fibres

Wavelength shifting fibres (WLS fibres) are a special case of optical fibres with a core serving as
wavelength shifter. WLS fibres are a common technology in high-energy and astroparticle physics.
For example, they are used as low-cost optical component in calorimeters and for the readout of
scintillators. If a particle traverses the fibre core, it may get absorbed. The re-emitted photon is
isotropically distributed and wavelength shifted. The standard wavelength shifting fibres are blue-
to-green shifters. Due to the wavelength-shifting, the re-emitted photon may be trapped inside the
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Figure 5.6.: Exemplary particle path in a multiclad fibre wavelength shifting fibre. A multiclad fibre is
composed of a core and multiple claddings. Shown is in lateral view an exemplary path of
a photon produced in the core region of the fibre by a traversing particle. The re-emitted
photons may be contained in the fibre if having an angle < αTIR for the respective boundaries.
Dimensions are not to scale.

fibre. Photons emitted in a direction smaller than the angle of total internal reflection αTIR of the
boundaries4 will be captured and guided towards the fibre ends, where they can be detected. Fig-
ure 5.6 illustrates a particle crossing the fibre core, getting absorbed and re-emitting photons. The
re-emitted, wavelength shifted photons may propagate within the fibre.
Additionally to the characteristics of optical fibres already discussed, the trapping efficiency is an
important quantity of a WLS fibre. Besides the already mentioned losses due to attenuation or
bending effects of captured photons, the trapping efficiency εtrap,axis describes the capability to cap-
ture created light in the WLS (or scintillation) fibre. It depends on the critical angle for total inter-
nal reflection at the boundary from the fibre core to the claddings. Assuming that all photons are
emitted isotropically along the fibre axis and the boundaries have a perfectly smooth surface, the
trapping efficiency can be described by

εtrap, meridional, forward =
1− cos(αmax)

2
=

1
2

�

1−
ncladding

ncore

�

≈
α2

max

4
(5.21)

with the maximum acceptance angle αmax = 90 ◦ − αTIR. Here, ncore and ncladding are the refrac-
tive indices of the core and the (outer) cladding, respectively. In this calculation only photons on
meridional ray paths emitted into one hemisphere, i.e. with angles 0 ◦ < θ < 90 ◦ relative to the
direction of the fibre axis, are taken into account [158].
In round fibres, the trapping efficiency also depends on the distance between the fibre axis and the
event creating a WLS photon. Indeed, only an infinitesimal fraction of the light will be directly

4as from core to the inner cladding, the inner cladding to the outer cladding, or the outer cladding to the ambient
material (often: air)
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emitted along the fibre axis. It can be shown that the trapping efficiency of skew ray paths can be
described by [158]

εtrap, skew, forward =
(1− cos(αmax)) cos(αmax)

2
, (5.22)

leading to a total trapping efficiency for forward propagating photons of [158]

εtrap, total, forward =
1− cos(αmax)2

2
=

1
2

�

1−
�ncladding

ncore

�2
�

≈
α2

max

2
. (5.23)

The trapping efficiency stated by manufacturers defines a minimum value achievable and is in the
order of 3− 5% for common WLS fibres. The trapping efficiency of a complete detector setup may
differ as the particle distribution traversing the WLS fibres has an impact. A more realistic efficiency
has thereby to be studied by measurements or simulations.

Fibre preparation

The quality of the fibres is one of the factors which essentially determines their light yield. Optical
fibres should be carefully handled to avoid microcrackings by mechanical damages or by body
acid due to handling fibres with bare hands. A major challenge encountered while working with
optical fibres is achieving a clean and undamaged fibre end surface. Several processes are available.
Excellent results can be achieved by CO2 laser cutting as it provides a smooth optical surface while
avoiding damages of the fibre material. However, the procedure is cost-intensive and has to be
performed by an external company. Other approaches are based on the polishing of the fibre end by
mechanical polishing or by heat. These approaches may result in minor core and cladding damages
but provide sufficient light yield for most of physical applications. The chosen procedure in this
thesis is based on the cutting of the fibre with a sharp scalpel blade with subsequent polishing
of the fibre end. The fibre is thereby fixated in an acrylic glass block. The block has four bores
matching the diameter of the chosen fibres to allow the polishing of four fibres at the same time.
The polishing procedure has three steps with emery paper in several degrees of fineness, and is
demonstrated in figure 5.7.
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(a) The acrylic block holds two unpolished WLS
fibres and two optical waveguides in place.

(b) The mechanical apparatus to polish
fibre ends with wheels providing differ-
ent states of granularities.

(c) The acrylic block is located on the polishing
wheel with finest granularity.

(d) The acrylic block contains four polished
WLS fibres. A homogenous surface has been
achieved. However, the outer cladding may
be still damaged after polishing.

Figure 5.7.: Photos of the polishing procedure of WLS fibres and optical waveguides, as applied by the
mechanical workshop of the Physics Institute III A of the RWTH Aachen University. An acrylic
block allows a fixed position of up to four fibres while polishing. The fibre ends have been cut
by a sharp scalpel blade. An apparatus uses polishing wheels with different granularities (used
in steps from coarse to fine) to achieve a homogeneous and flat surface of the fibre ends.
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CHAPTER6
A scintillator-based particle detector unit with SiPM
readout

The optical detector components presented in chapter 5 are commonly used in combination for the
detection of ionizing particles. First, a traversing particle produces light in a scintillator along its
trajectory. The light is emitted isotropically. While having finite scintillator dimensions, light has to
be reflected back into the medium by reflective wrapping materials if leaving the scintillator. The
light can be directly read out by a light sensor, but due to its isotropic distribution only a fraction of
light will arrive at the sensitive area of the sensor. Therefore, wavelength shifting fibres (WLS fibres)
are commonly used to collect the light and to guide it onto the light sensor. The capturing of light
is allowed by the re-emission of photons with an increased wavelength1 compared to the entering
photon which has been absorbed in the inner core of the fibre2. The WLS fibre is embedded in the
scintillator material. It covers the complete area of the scintillator tile which allows for a higher
light yield and a more homogeneously distributed light collection efficiency than a direct coupling
of a light sensor to the scintillator tile.
In this thesis, a scintillator-based detector with silicon photomultipliers (SiPMs, cf. chapter 4) as
light sensors has been designed for the detection of atmospheric muons and of the muonic compo-
nent of air showers initiated by ultra-high energy cosmic rays. The design of the detector is aiming
to explicitly exploit the advantages of SiPMs like their high photon detection efficiency (PDE) but
also their low cost per device, allowing a multi-channel detector.
The presented work in this thesis will be based on a detector comprising several scintillator tiles,
each having a WLS fibre collecting the scintillation light. Each tile is connected to its own light
sensor, a SiPM. One detector unit consists of these three optical components if referred to in the
following. The design and response from a single unit to single particles will be studied in detail
by Monte Carlo simulations and measurements in the first part of this thesis. The simulation and
tracking of produced photons in all optical components, from scintillator tile to photosensor, al-
lows to improve the understanding of the complex signal behavior in the detector (cf. chapter 7),
while the effect of particular properties of these components can be estimated and cross-checked
by measurements (cf. appendices I and J). The main design goal is thereby an excellent light yield

1commonly shifted from blue to green wavelength regime
2In the scope of this thesis, the wavelength-shifting process does not aim to improve the compatibility of the WLS

fibre emission spectrum with the photon detection efficiency of the light sensor, but is only used for light collection
purposes.
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and signal-to-noise ratio. This allows for the determination of the number of impinging particles
while no energy or time resolution is required. The materials and detector components studied are
introduced in chapter 5.
After the optimization of the unit layout, the arrangement of several units in a complete detector
setup will be studied. The chosen design is, due to its modular shape, highly flexible and easy to en-
large. During this thesis, a demonstrator, called MiniAMD, has been assembled and tested, proving
the capability of measuring air showers by this detection technique (cf. chapter 9). As the choice of
a detector setup severely depends on the physical question posed, the response of a possible future
large scale experiment, based on the studied single unit layout, will be further discussed by means
of air shower simulations in the last part of this thesis (cf. chapter 10).
Besides the detector layout also the choice of the readout electronics depends on the intended pur-
pose. The chosen electronics used in the course of this thesis is introduced in the last part of this
chapter.

6.1. Unit baseline design

In the following, the applied materials of two realized unit layouts used for studies of the detection
technique and used in demonstrators are introduced (cf. figure 6.1). Further configurations have
been studied by means of simulations and will be subject of discussion in the following chapter 7.

The dimensions of the scintillator tile are 30cm × 30cm × 0.5cm and have been chosen due to
several reasons. First, previous studies within the RWTH Aachen University have proved similar
tile dimensions [151] as excellent choice for particle detection supported by the simulation studies
presented in this work. Secondly, the chosen readout electronics provide 32 channels, so that 32
units building one detector module would provide 2.88 m2 as reasonable detection area for a sta-
tion in an air shower experiment. However, a realistic module will be larger including also dead
space between tiles needed for routing of cables. To cover, for example, the complete footprint of a
water Cherenkov detector (WCD) station at the Pierre Auger Observatory, a detector size of around
10m2 would be needed. Two detector modules with 32 units each could be combined. This allows
for a simultaneous detection of air showers in combination with the already installed WCD stations
while covering a large part of the WCD station. As scintillator material, the EJ-212 plastic scintil-
lator from Eljen Technology [159] has been chosen. Due to the relatively small thickness of the
scintillator tile, the manufacturer recommended this material as it offers the best stability for large,
but relatively thin tiles. Alternatively, the EJ-200 plastic scintillator from Eljen Technology [160]
may be used for thicker tiles as the material is also commonly used for detectors based on scintilla-
tors and wavelength shifting fibres. The refractive index of EJ-212 is nscint = 1.58. The scintillation
efficiency is stated as dNγ, scint/dE ≈ 10, 000photons/1 MeV energy deposit by an electron per 1 cm
path length. Its time response is relatively fast with rise and decay time constants of τrise = 0.9ns
and τdecay = 2.4 ns, respectively. The wavelength of maximum emission is 423 nm. For a detailed
overview about important characteristics of the scintillator material please refer to appendix G.

To allow for a longer confinement of the light emitted in the scintillator and to provide a pro-
tection against crosstalk between units, a hand-made wrapping by two layers of Tyvek and two
further layers of commercial aluminum foil is applied. Tyvek is a highly efficient Lambertian reflec-
tor. Aluminum foil offers a cost-effective additional, even if not highly efficient, specular reflection
back of scintillation light into the tile and a protection against ambient light from the outside.

The scintillation light is collected by a wavelength shifting fibre embedded into a sigma-shaped
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(a) Unit layout 1. Technical drawing including dimen-
sions given in mm. The WLS fibre is located inside the
tile in a sigma-shaped groove. The fibre is glued into the
groove along its entire length. The Hamamatsu SiPM type
S12571-050P with an active area of 1× 1 mm2 is used.

(b) Photo of the mechanical coupling of unit layout 1. The
WLS fibre is coupled to an optical waveguide by a mechan-
ical mounting structure. The clear waveguide transports
the light to a SiPM located at a SiPM carrier board. The
board is not connected to the tile but close to the read-
out electronics. Eight SiPMs are read out by one common
board.

1.3 mm  
groove 
depth

1 mm 
groove 
depth

glue

glue SiPM circuit board

mirrored end

(c) Unit layout 2. The WLS fibre is directly coupled to
the SiPM located at a carrier board screwed onto the tile.
The carrier board provides also a temperature sensor. The
analogue signal of each SiPM is guided by longer cables
to the common readout electronics. The low noise Hama-
matsu SiPM type S13360-1350PE with an active area of
1.3× 1.3 mm2 is used.

(d) Photo of the SiPM circuit board connected to the scin-
tillator tile of unit layout 2. The WLS fibre is positioned
within the active SiPM area. Two spacers, one located at
each side of the SiPM, provide a stable and horizontal cou-
pling between SiPM and scintillator tile edge. The circuit
board is fixed to the tile by two screws. Three connectors
are located on the circuit board.

Figure 6.1.: Sketches of two realized unit configurations. The scintillator tile of type EJ-212 comprises
dimensions of 30 cm × 30cm × 0.5 cm. A wavelength shifting (WLS) fibre is embedded in a
sigma-shaped, milled groove. The WLS fibre of type BCF-92 has a diameter of 1mm, a distance
to the tile edge of 10 mm and a bending radius of 65mm at each corner. The surface of the
fibre ending in the scintillator material is mirrored by a reflective material.
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groove milled into the tile. Thus, one end of the fibre is located in the scintillator material while
the other end is outside of the tile guiding the light onto the photosensor. The sigma-shaped design
has been chosen to allow for a maximum fibre length in the material to collect as many photons
as possible. Losses due to strong bending of the fibre and the needed SiPM sensor size are kept at
a minimum. Using a small SiPM sensitive area allows for low noise and high PDE solutions which
are preferred for this thesis. The typical diameter of fibres ranges between 1 − 2mm which can
be covered by a small, matching SiPM active area. If more than one fibre end is leaving the tile,
multiple SiPMs or a larger SiPM size would be needed. Both alternatives would increase the noise
rate but may also increase the light collection efficiency. Furthermore, multiple SiPMs would result
in the need of more readout channels. For the chosen unit layout in this thesis, the solution of only
one fibre end connected to one SiPM with an active area matching the diameter of the WLS fibre
has been selected.
The WLS fibre applied is of type BCF-92, which is a fast blue-to-green shifter from Saint Gobain
[161]. It has a a round shape with diameter of 1 mm. A multiclad fibre type has been chosen with
a polystyrene core with refractive index of 1.60 and two claddings. The first cladding is made of
Acrylic, has a thickness of 3% of the fibre radius and a refractive index of 1.49. The second cladding
is made of Fluor-acrylic with a thickness of 1% of fibre diameter providing the lowest refractive in-
dex of 1.42. A detailed overview about important characteristics of the used WLS fibre type is given
in appendix G. No minimal bending radius is given in the specifications of the fibre types of Saint
Gobain but the manufacturer Kuraray proposes for similar WLS fibre types minimum bending radii
of about � 50 mm for long term usage [155] with an exponential increase of bending losses for
smaller radii3. The position of the fibre inside the tile has been defined by means of simulations
presented in chapter 7. The surface of both fibre ends are polished. The polishing procedure is
crucial and is described in section 5.2.3.2. A homogenous and smooth surface allows for the best
angular distribution and transmission efficiency. To improve the light collection in the WLS fibre,
the surface ending in the scintillator material is mirrored by a reflective material.

The attenuation of WLS fibres is significantly increased compared to a clear optical waveguide
[155]. Therefore, if transportation of photons within long fibres is needed, a coupling to an optical
waveguide and the further guiding of the light by the latter may increase the light yield detected at
the light sensor. The numerical aperture NA of the WLS fibre and the optical waveguide should be
comparable to avoid light losses at the optical coupling. For several measurements, ESKA acrylic fi-
bres produced by Mitsubishi and available by Edmund Optics are used as optical waveguides [162].
It offers a numerical aperture NA of 0.51 compared to a numerical aperture of 0.74 of the WLS fibre.
An overview about important characteristics of the applied waveguides is given in appendix G.

The applied SiPMs have to provide sufficient gain, a good photon detection efficiency as well as
a low noise rate to achieve an excellent signal-to-noise ratio. As a decent development and study of
demonstrator modules take time and the research on SiPM resulted into heavily improved devices,
two different SiPM types have been used during this work. Both types are Hamamatsu devices
[105], offering a cell pitch of 50µm. Type S12571-050P is an older device type with an active area
of 1mm× 1mm. Furthermore, a more current type S13360-1350PE has been used which has an
enlarged active area of 1.3mm × 1.3 mm, simplifying the optical coupling to the WLS fibre. The
current SiPM type has a significantly reduced correlated noise rate and an improved photon detec-
tion efficiency (35% → 40% at peak wavelength). An overview about geometrical and operation
parameters of both types is given in appendix G.

3By a long-term study of the light yield, the choice of the bending radius will be re-evaluated in the future.
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(a) Photo of chrome effect spray used in unit layout 1 to
allow a backscattering of light rays at the polished surface
of the WLS fibre. The drilled deepening as well as the com-
plete groove, in which the end of the fibre is located, will
be filled with optical cement of type EJ-500. This allows
for a stable position of the WLS fibre in the tile.

(b) Photo showing side view of the highly reflective foil
glued to the polished surface of the WLS fibre of unit lay-
out 2. The drilled deepening, in which the end of the fibre
is located, is filled with the same optical cement of type
EJ-500 to allow a stable position of the WLS fibre in the
tile.

(c) Photo of a scintillator tile focussed on the drilled holes
for the connection of the circuit board by two screws for
unit layout 2. The wavelength shifting fibre is located be-
tween both drilling holes at the top of the tile. The po-
sition of the centre of both holes is adapted to the actual
location of the WLS fibre.

Figure 6.2.: Photos of details of the unit layout 1 and 2.

Unit layout 1

A sketch of the layout of two realized units is shown in figure 6.1.
Unit layout 1 is designed for the transport of the light over long distances. An overview of the
layout is presented in figure 6.1a. The achieved light yield is ≈ 8 p.e. for a traversing muon. The
WLS fibre is glued into the groove along its entire length. The optical cement is of type EJ-500
by Eljen Technology [163]. It has a refractive index of 1.57 which is comparable to the refractive
index of the scintillator material. The optical cement allows an improved connection to the WLS
fibre and the scintillator tile such that photons enter more easily into the fibre but will also leave
the fibre more likely along their path through the fibre. The groove has a width of 1.1 mm and
a depth4 of around 1.2mm. The surface of the fibre end in the scintillator tile is covered by a
high-glossy chrome effect spray of the brand DUPLI-COLOR as reflective material. It provides a
maximum angle of reflectance of 60 ◦ according to DIN 67530, but with unknown reflectivity. The
chrome effect spray was later found to be inefficient (cf. appendices I and J). The opposite end
of the WLS fibre is sticking out of the tile by about 10mm. A detailed photo of both fibre ends is
presented in figure 6.2a. The WLS fibre is mechanically connected to a clear optical waveguide to
reduce attenuation losses compared to light transport by a WLS fibre of the same length. A support
structure offers stabilization. Therefore, the mechanical workshop of the Physics Institute III A of
the RWTH Aachen University designed a mounting bracket visible in figure 6.1b and discussed in
detail in [164]. The optical waveguide is connected to a SiPM located at a common SiPM carrier
board for the use of up to eight detector units. The Hamamatsu SiPM type S12571-050P is used.
The transport by optical fibres instead of WLS fibres has been preferred. The analogue signals of

4The depth may vary as the tile height is not uniform along the entire extent of the tile.
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(a) Technical drawing of the SiPM circuit board. (b) Photo of the SiPM circuit board without ad-
ditional components.

Figure 6.3.: The SiPM circuit board is designed to be directly connected to the wavelength shifting fibre
at the scintillator tile edge of unit layout 2. In addition to the SiPM, it carries connectors
for voltage supply and readout. The connectors are represented by octagons in the drawing.
Additional components as the temperature sensor and spacers are not included in the drawing
or the photo. The active area of the SiPM is 1.3×1.3mm2. The dimensions are given in mm.

SiPMs may be attenuated, or pulse shapes may be changed by dispersion if transported by long
cables. In the thesis of Lukas Middendorf, this has been proven to be present for cables with length
l > 6 m (cf. [165]). However, detailed measurements have shown that the mechanical coupling
introduces a larger light loss than expected. Ideally, the fibres are coupled with their ends perfectly
aligned to each other so that no air exists between both surfaces. In a realistic scenario, non-planar
orientation of the non-perfectly polished surfaces will introduce a small air gap and a rough surface
of fibres reducing the light yield of the setup. The measurements will be discussed in appendices I
and J.

Unit layout 2

Unit layout 2 is an improved unit version. An overview of the layout is presented in figure 6.1c.
The achieved light yield is ≈ 25 p.e. for a traversing muon. The groove containing the WLS fibre
has the same distance to the tile edge and bending radius. However, the groove width is slightly
smaller to match the diameter of the WLS fibre. No glue is used along the WLS fibre but only at the
two fibre ends. The WLS fibre is kept inside the groove by friction forces. The depth of the groove
is 1mm in the region around the fibre end in the direction of the photosensor while the rest of the
groove has a depth of 1.3mm to contain the complete WLS fibre inside the groove with a sloped
transition region. A highly reflective foil of brand 3M [153] is glued onto the polished fibre end
surface within the tile. Its reflectivity is stated as > 98%. A close-up view of the reflective cover
of the fibre end is presented in figure 6.2b. The opposite end of the WLS fibre ends flush with the
scintillator edge. The WLS fibre is then directly connected to a SiPM located at an individual carrier
board screwed onto the tile (cf. figure 6.2c). The Hamamatsu SiPM type S13360-1350PE is used
providing a larger active area than the diameter of the WLS fibre. The connection to the circuit
board is demonstrated in figure 6.1d. The circuit board carries beside the SiPM two spacers, one
located at each side of the SiPM. They provide a stable and horizontal coupling between SiPM and
scintillator tile edge. Furthermore, an individual temperature sensor is located on the carrier board.
Therefore, the circuit board has several cables connected. On the left in figure 6.1d, a three-pin
connector for the temperature sensor (voltage supply and readout) is shown. Furthermore, cables
for the signal readout of the SiPM and for the voltage supply of the SiPM are connected (shown in
the middle and on the left of the board, respectively, in figure 6.1d.)
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(b) WLS emission spectrum (BCF-92) and SiPM photon de-
tection efficiency (PDE, S13360-1350PE). The PDE distribu-
tion covers the complete emission spectrum.

Figure 6.4.: Emission and absorption spectra of scintillator, WLS fibre and SiPMs. High overlaps guarantee
a high light yield. Adapted from [105, 159, 161].

The positioning of the SiPM on the circuit board has been performed by a Hot Air SMD rework
station by Finetech [166]. Its optics allow for sub-mm precision of the SiPM placement and the
orientation in respect to the holes in the circuit board and consequently in respect to the WLS fibre.
The positioning of the drilled holes for both screws in a tile has been optimized after the WLS fibre
has been placed and glued into the groove. Thereby, deviations from the desired location of the
WLS fibre in the groove can be compensated. For all produced units, the alignment of the WLS
fibre and the active area of the SiPM has been successfully achieved within the intended precision
of 0.15mm in each direction. As already mentioned in chapter 4, the response of silicon photomul-
tipliers (SiPMs) is temperature dependent. By adjusting the bias voltage by a SiPM-type specific
temperature correction factor, the gain of the SiPM will be kept constant (cf. equation 4.2). There-
fore, a temperature sensor has to be installed next to each SiPM. The technical drawing and a photo
of the SiPM circuit board of unit layout 2 is shown in figure 6.3.

The optical materials used in both units are chosen such that their characteristics are best pos-
sible matching to each other. In figure 6.4a, the emission spectrum of the chosen EJ-212 plastic
scintillator and the BCF-92 WLS fibre absorption spectrum are compared. Both are normalized
to a maximum amplitude of 1. The absorption spectrum of the WLS fibre covers a large part of
the scintillator spectrum. In figure 6.4b, the BCF-92 WLS fibre emission spectrum is compared to
the photon detection efficiency of the Hamamatsu S13360-1350PE SiPM. The photon detection
efficiency peaks near the maximum wavelength regime of the emission spectrum5.

6.2. Electronics

The extraction of the signal may vary strongly among different techniques of particle detection. In
principle, several general options are available. The counting of particle passages is preferred if the
particle density is small and a distinction between signals of individual particles is feasible. For a
larger amount of simultaneously arriving particles the integration of the signal of the light sensor

5The wavelength shifting process is mandatory for the capturing of photons in a WLS fibre. The shifting yields, in the
scope of this thesis, no benefit for the matching to the SiPM PDE.
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should be chosen. Here, the light sensor will detect the accumulated photons of coincident passages
and no distinction can be made between individual particles. Only a timestamp of the event and
one value per integration or counting of an event as a measure of the number of particles detected
can be provided. Alternatively, the signal of the light sensor may be extracted as a trace, so the
amount of signal as function of time, which allows also the study of pulse shapes or rise times.
In the scope of this thesis, commercially available SiPM readout electronics were combined with a
power supply unit (PSU) and a SiPM electronic board designed in Aachen. As readout electronics the
Extended Analogue SI-pm ReadOut Chip (EASIROC, [167, 168]) evaluation board has been chosen.
It allows for the measurement of SiPM signals with both, the counting and integration method, but
is not providing signal traces6. Each component of the readout chain will be explained in more
detail in this section. A custom firmware for the operation of the evaluation board was developed
in [165]. As all components have been carefully characterized in terms e.g. of functioning, noise
effects and temperature dependence by Lukas Middendorf with the help by Rebecca Meißner, please
refer for a detailed overview to their work presented in [164, 165]. It has been shown that for stable
operation, the temperature has to be individually monitored for each SiPM, the EASIROC chip and
the power supply unit on a regular time basis.

6.2.1. Power supply unit

The power for the DAQ is provided by a power supply unit (PSU). The PSU allows for a low power
and stable conversion of an input voltage in the range of 9−32V given by an external power source
to the voltages needed by the DAQ. The wide range of the input voltage allows for example the use
of different type of batteries at various states of charges for measurements outside of the lab7. The
output of the PSU allows to operate the EASIROC evaluation board (need of 6.5V) and to apply
the < 70V bias voltage for the SiPMs whereby a limitation of the SiPM supply current to 500µA
provides short-circuit protection. If needed, the PSU can also provide the power (up to 2.4A at
5.1V) for the use of a single board computer.
The board has been designed and produced in the electronics workshop of the Physics Institute
III A at the RWTH Aachen University. A photo of the PSU is presented in figure 6.5. The power
consumption of the PSU is around 130 mW with no output and 165 mW with 70.5V output voltage
as presented in [165]. The board also features eight lines for communication between the FPGA on
the EASIROC evaluation board and the PC. The temperature of the PSU is permanently monitored
as its characteristics are slightly temperature dependent.

6.2.2. EASIROC - an ASIC for the readout of SiPMs

The EASIROC is an application-specific integrated circuit (ASIC) designed for the complex readout,
signal processing and operation of silicon photomultipliers. It allows for the connection and use
of up to 32 channels. It was developed by the Omega group8 [167, 168]. The ASIC is the key
element of the EASIROC evaluation board. Additionally, a field programmable gate array (FPGA)
is located on the board, which provides the communication to the EASIROC and decides whether
the trigger conditions requested are fulfilled. A slow control allows for different settings of the data
taking which can be modified by the user via PC. Data are transferred via mini USB between PC
and evaluation board.

6A continuous digitization of voltage traces of several SiPMs would require the use of one fast ADC per channel. The
implementation would lead to high power consumptions and to a more complex electronics.

7Standard lead-acid batteries have nominal voltages of 12V and 24 V.
8formerly a microelectronics group of LAL in Orsay, France, became an independent lab (IN2P3/CNRS/Ecole-

Polytechnique) located in Palaiseau, France.
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Figure 6.5.: The power supply unit designed and produced in the electronics workshop of the Physics Institute
III A at the RWTH Aachen University. The input voltage ranges from 9−32V. Three voltages
are offered as output: the basic HV SiPM bias voltage, the supply voltage for the temperature
sensors at the SiPM circuit boards and for a single board computer. The temperature of the
PSU is monitored as its operational parameters are temperature dependent. Photo courtesy by
Lukas Middendorf.

Important functionalities of the EASIROC evaluation board for this thesis are explained in the fol-
lowing. As the characterization of the EASIROC evaluation board as well as the programming of the
FPGA and the custom firmware have been performed in [165], please refer for a detailed overview
about the electronics to that work. A photo of the EASIROC evaluation board can be found in figure
6.6.

The regulation of the supply or bias voltage for each individual SiPM according to the tempera-
ture (cf. equation 4.2) is essential to allow for a stable gain operation.
The basic bias voltage is set by the self-designed power supply unit (cf. section 6.2.1) and is the
same for all channels. The fine tuning of the bias voltage is performed by one 8-bit digital to ana-
logue converter (DAC) per channel in the EASIROC and can be adjusted for each channel separately.
The fine tuning ranges between 0 and 4.5V which allows in principle for a temperature range of
4.5 V/(60 mV/ ◦C) = 75 ◦C (cf. equation 4.2). However, it would result in a rather coarse voltage
setting as only a limited step number is available. Therefore, to reduce the step size and to cover
a larger temperature range, the basic voltage provided by the PSU is also adapted according to
temperature.

Besides the adjustment of the SiPM bias voltages, the EASIROC ASIC allows for several operations
regarding the process of the incoming signal of SiPMs. Main operations are:

• preamplification of the analogue SiPM signal traces,

• shaping of the signal by a fast or a slow shaper,

• threshold discrimination per channel (essential for trigger conditions and for the counting of
exceeded threshold over time),

• providing measure of integrated charge for each channel.
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Figure 6.6.: The EASIROC evaluation board designed for detailed characterization studies of the EASIROC
ASIC and the readout of up to 32 SiPMs. Depicted are I/O pins used in this thesis for
coincidence trigger of and by external experiments. Indicated are the FPGA needed for the
slow control as well as the readout and trigger process, the power supply connector linking to
the PSU, and the miniUSB connector linking to the PC. Photo courtesy by Lukas Middendorf.
Adapted from [168].

As a first step, the analogue signal of a SiPM is amplified. The SiPM signal is therefore passed on to
two separate chains. There are two adjustable amplification settings available (high and low gain)
to achieve a large dynamic range. It is important that both gains have an overlap-region to allow
for a cross-calibration. Thereby, an analysis on the combined response is accessible.
For a correct conversion from the feedback value, selectable by the user, to the actual gain value, a
dedicated measurement is needed and has been performed in [164, 165]. As a first approximation,
the EASIROC is capable to measure a signal from a single photon (1 p.e. or 160 fC in charge for a
106 amplification factor of an SiPM) up to 2,000 photons (2,000 p.e. or 320pC).

The EASIROC provides also two different trigger and readout mechanisms. In figure 6.7, an overview
is given. Thereby, the shaping of the signal has a high impact. In principle, two shaping procedures
per SiPM channel are available. One is the fast shaper, whereby the pulse form is reduced to 15 ns
peaking time. The second is the slow shaper with increased peaking time. A common peaking time
for all channels can be chosen between 25− 175 ns. The peaking time can be approximated as the
time between the start of the rising edge of the signal and the maximum of the submissive peak.
One slow shaper is located in each gain chain while the fast shaper is only located in the high gain
chain.
The fast shaper is used for the discrimination of the high gain signal. One discriminator for each
channel is available with a common 10-bit DAC setting the threshold. As therefore the threshold
setting is the same for all channels, the gain of all SiPMs has to be comparable and stable over
temperature. The discriminator status of all channels at point of trigger is accessible. This allows
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Figure 6.7.: Schematics of the signal readout by the EASIROC evaluation board. For each SiPM, two
amplification chains are available (high and low gain). In the high gain chain, a fast shaper
chain is used for the trigger decision. The signal is shaped with a short peaking time. A
discriminator with adjustable threshold Vthr defines if an event is accounted as hit. For both
amplification chains, the shaping of the signal by a slow shaper with a larger peaking time
is followed by a track and hold circuit (see text for more information). The amplitude at a
user-defined hold time after trigger is a measure of the integrated charge in an event.

for the implementation of trigger requirements as the selection of channels of interest. By the pure
discriminator chain the counting of traversing particles is feasible. If the amount of simultaneous
particles is small, the assumption of one discriminator trigger by each particle passage of interest
can be used to analyze the number of particles traversing the detector in a certain time interval.

For a larger range in the number of arriving particles, the use of the two integration chains is
favored. An integration chain is defined as a pre-amplifier (high / low gain), its slow shaper and
an analogue memory in form of a track and hold circuit. The shaping corresponds to an integration
of the signal. A measure of the integrated charge is provided by the value of the shaped pulse
at a user-chosen hold time after trigger. This pickup time should be around the maximum of the
signal. The capacitor after the slow shaper stores the voltage corresponding to the signal height.
The determined amplitude of the integrated signal at hold is sampled by an external ADC on the
evaluation board. At low peaking times, rough features of the original trace are still present in the
shaped signal. For larger peaking times, structures are shrouded. Therefore, for the latter an air
shower signal trace (several pulses in a short time window smaller than the peaking time) seen by
a shaper results into one single pulse. This pulse is not distinguishable from a trace containing only
a single pulse with the same integrated charge. To illustrate the influence of the shaping, please
refer to figures 7.9 and 7.10, on page 95 and 96 in chapter 7. A readout of a complete event takes
about 1µs and has to be considered as dead time of the readout electronics.
Finally, the digitized signals are sent via miniUSB to a (mini-)computer.
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Several configuration settings are stored in the slow control in the EASIROC on the evaluation board.
These configurations include the information on the setting of the bias voltage for each individual
SiPM as well as on the discriminator threshold and the disabling/enabling of EASIROC features.
All needed features regarding trigger configurations, additional used measurement equipment or
data to be stored are controlled via the custom firmware and the readout software (both developed
in [165]).
The evaluation board was designed for test purposes of the EASIROC ASIC. Therefore, many I/O
access points are available via LEMO plugs (cf. figure 6.6). The I/O pins used in this thesis are
the trigger-out and trigger-in pins for coincident measurements with external detectors. The power
consumption is quite high as the board consumes 2 W. However, as the EASIROC ASIC itself is de-
signed for a low power consumption, this may be reduced by designing a board for the designated
measurement setup not for a detailed measurement of all EASIROC characeristics in the lab. Fur-
thermore, the installed electronics components are already out-of-date like the FPGA or the voltage
regulators and could be replaced by current low power versions.

6.3. Expected light yield

The number, arrival time and wavelength of photons, that are reaching the SiPM, strongly affect
the detector performance. For example, the photon detection efficiency is a function of wavelength
and thus has to comply with the corresponding emission spectrum of the wavelength shifting fibre.

The number of expected photons in units of photon equivalents (p.e.),



Np.e.

�

, measured by the
light sensor results from the conversion of deposited energy by a traversing particle into photons
in the scintillator. The number of photons is reduced by the efficiencies of the further collection,
transport and detection of these photons by the contributing optical components. As most of these
parameters are also wavelength dependent, the convolution of all efficiencies has to be integrated
over the wavelength spectrum. Two wavelength regimes have to be considered, the scintillator
emission spectrum with wavelength λem and the shifted wavelength range λs introduced by the
use of wavelength shifting fibre. However, it is assumed that most terms contributing are only
weakly dependent on the wavelength and can be approximated as effective values9. The number
of expected photons can be approximated according to
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≈ Lscint × εtrap × bTfibre ×ÔPDEsipm × bTsipm . (6.2)

The various factors in this formula are explained in the following. The amount of scintillation
photons emitted by a particle passage can be estimated according to Birk’s law (cf. equation 5.2).
As most of the air shower particles arriving at ground and being detected can be approximated as
minimum ionizing particles (MIPs), the light yield Lscint can be estimated by
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From the literature the following values can be extracted for the energy deposit of a MIP in the plas-
tic scintillator material dE/dx |mip = 1.956MeV cm2/g [169], with a density of ρ = 1.023 g/cm2

9Those are indicated by a circumflex accent over the parameter.
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and a scintillator yield of dNγ, scint/dE
�

�

mip = 10,000 photons/MeV assuming a comparable energy
deposition as by an electron in EJ-212. For a 0.5 cm thick scintillator, a MIP traversing the tile
vertically would result in about 10,000 photons. The scintillation photon yield is strongly reduced
according to the efficiencies of the following optical components up to the photosensor. Some pho-
tons emitted in a scintillator will be absorbed in the WLS fibre core followed by an isotropic emission
of photons of longer wavelength. The trapping efficiency εtrap, forward (cf. section 5.2.3) is referring
to the capability to capture those emitted photons. The efficiency is stated as < 5% by manufactur-
ers. The photons will be guided by the fibre to the photosensor but will be attenuated along their
way depicted by the average transmission efficiency of bTfibre. It is assumed10 to be in the order of
40%. It may be even more reduced due to an insufficient re-scattering of light rays which were
emitted in the direction of the mirrored end of the fibre contained in the scintillator tile. If reaching
the photosensor, the photons have to enter the sensitive area of the silicon photomultiplier. The
probability to be detected is mainly determined by the effective photon detection efficiency (ÔPDE)
of the chosen device and ranges in recent SiPM types between 30%−40% [105]. The PDE includes
the transmission efficiency of the photons from air to the active area of the sensor (cf. equation
4.4). As now a direct transmission from the WLS fibre to the SiPM is studied, the relative change in
the average transmission efficiency, over all incident angles from 0−90 ◦, is calculated. It is referred
to as bTsipm. The calculation is based on a multilayer approach of the Fresnel equations (cf. equation
5.19). The refractive indices of air nair ≈ 1, of the SiPM epoxy resin nresin = 1.55 [105], of the WLS
fibre core nWLS = 1.60 [161], and of silicon11 nsilicon = 4.35 [170] are used. The relative change
from a transmission from air - resin - silicon to a transmission from WLS fibre core - resin - silicon
is bTsipm = 84%. Thus, from equation 6.2, around 50 photon equivalents may be registered by the
SiPM.
However, each process is subject to statistical fluctuations and depends on the chosen detector
setup. Also, further efficiencies have an impact on the light yield but are not included in the stated
equation 6.2. They have to be estimated by simulations or measurements as they are highly de-
pending on the studied detector setup. For example, the probability for a photon to cross the fibre
core depends on the attenuation length and geometry of the scintillator and its embedded WLS
fibre. The use of reflective wrapping material may increase the probability to interact with the fibre
as increasing the duration of the containment of photons in the tile. Also, the transmission effi-
ciency of the fibre system may change if the WLS fibre is connected to an optical waveguide for the
further transport of the light to the photosensor. The use of an optical waveguide strongly reduces
attenuation effects as having a longer attenuation length but will introduce an additional optical
transition inducing light losses.
In the scope of this thesis, several of these quantities will be studied by simulations and mea-
surements. However, this thesis does not aim at a precise determination of all stated quantities
individually but at a prediction for the overall light yield of the optical setup.

6.4. The Aachen Muon Detector

The presented detector unit has been developed in the scope of the preparatory work for a large-
scale detector concept. The detector is called Aachen Muon Detector (AMD) [171, 172, 173, 174].
It consists of 64 units. It has been developed in the context of the AugerPrime upgrade of the Pierre
Auger Observatory (cf. chapter 3.4). The basic idea is a SiPM-based detector located underneath
the existing water Cherenkov detector (WCD) stations (cf. chapter 3.1). By a simultaneous readout
of the same cosmic ray air showers, an improved determination of the particle density on ground

10based on simulations performed in this thesis
11at the peak wavelength of the WLS fibre emission of 492nm [161].
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Figure 6.8.: Schematic view of the AMD detector simulation. In total, one AMD station consists of 64
units. They are located in a housing made of steel. A simplified sketch of a water Cherenkov
detector (WCD) station of the surface detector of the Pierre Auger Observatory is also shown.
The WCD station is placed on top of the housing. Additional steel I-beams are needed to carry
the weight of the WCD station. By the struts, trays are formed. Eight trays are equipped, each
with eight units. The outermost regions of the detector are left empty and can be used, for
example, for the guiding of cables or the location of readout electronics.

and thus of the primary cosmic ray particle type is achieved. To allow for a stable placement of the
WCD station, the units are located in a steel housing which is stabilized by inner steel I-beams. The
height of the housing is 11cm. Between two struts, groups of eight units are lined up on a 35cm
wide tray. They are located with a gap of 7.5 cm next to each other. A complete detector consists
of eight equipped trays. Additionally, two empty, smaller compartments, carrying no units, can be
used for infrastructure as cable routing or readout electronics. They are located at the outer edge
of the detector. Each tray can be individually inserted or removed. To allow access, the endcaps of
the trays are sealed with aluminum panels. Those can be fixated and sealed using black silicone.
For technical reason, the steel housing composes of two individual parts with four equipped trays
each. Each part covers an area of approximately 4× 1.8× 0.1 m3. The total instrumented area of
the detector is 44%. A schematic view of the detector layout as implemented in the simulation is
given in figure 6.8.
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CHAPTER7
Simulation of detector unit response to single particles

Detailed simulations are substantial to the development, understanding, and improvement of de-
tectors. The aim is the prediction of the detector response for related physical scenarios. The frame-
work developed in this thesis is embedded in the Geant4 [140] simulation package. It is based on
parts of a previous work by T. Niggemann, but has been extended and further improved. It enables
the ray tracing of impinging (air shower) particles. It allows for a prediction of a detector response
combining different optical components (cf. chapter 5) and for studying different detector layouts.
First, the optimal layout of one individual, small-scale detector unit is investigated by means of
the light yield achieved for atmospheric muons. The such defined layout is studied by means of
detector prototypes (cf. appendices I and J). Several simulation parameters have been adapted to
those measurements to allow for a realistic description of the chosen detector design. The new lay-
out corresponds to the detector unit layout 2 presented in chapter 6. The corresponding modified
detector simulation framework is used to derive expectations for important performance parame-
ters. The results are presented in this chapter. These parameters are validated by measurements of
prototype units of the corresponding layout in chapter 8. The simulation framework is further used
in a chain of programs to investigate the response to extensive air showers. Therefore, multiple
units are assembled to an extended detector station. The results of these simulation studies of a
multi-channel detector are presented in chapter 10.

7.1. Geant4

Geant4 is an open source toolkit widely used in the communities of high-energy, astroparticle, nu-
clear, accelerated physics and e.g. medical science related to physics. It was developed for the
study of particles passages through matter using Monte Carlo (MC) methods. It provides modules
for handling of the detector geometry, material composition, and tracking of the particles or the
interaction, they undergo. It allows for a storage of the detector response, of particle and geometry
properties. Also useful tools as for the visualization of the geometry and the particle trajectories
are provided. Its popularity is based on this described high modularity, the usage of the very com-
mon object-orientated programming language C++, and a wide range of interactions, fundamental
particles or material characteristics feasible. Thereby, the toolkit allows the user to form flexible
frameworks for the simulation of complete detector setups or only parts of those under study. Thus,
it allows to investigate e.g. possible modifications of existing detector geometries or to predict the
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response of future experiments.
The following description of the Geant4 concept is very limited. The user has a tremendous amount
of possibilities to manipulate the detector geometry, the tracking of the particle through the setup
and which information to store for further studies. Also a linking to own C++ modules outside of
the standard Geant4 classes is easily possible. For a detailed overview about the Geant4 framework
please refer to [175, 176, 177].
To study the detector configuration, a run of the framework is performed. Each run contains one or
more events. If a run contains several events, each event starts with the same initial detector setup.
Each event includes at least one primary particle defined by the user regarding the primary charac-
teristics as type, energy or, if needed, polarization and geometrical settings. On its way through the
predefined detector geometry, the particle interacts with the detector material. Thereby, an inter-
action depends on the particle type and its energy. The processes available can be controlled by the
user 1. By these interactions secondary particles may be produced undergoing further interactions.
Each of these particles is tracked step by step through the detector. At each step in a Geant4 track the
transient state of the particle like its time-of-flight spent in the step, energy loss, start and end point
is calculated. An event stops if all particle tracks2 are absorbed, left the defined detector geometry,
disappeared due to decay, or are ‘killed’ by the user to avoid accidental trapping of a particle.
The detector geometry itself can be assembled via free scalable solids. These range from classical
forms like spheres or boxes to complicated geometrical forms designed by the user. A solid and
its corresponding material form a logical volume. The material can be a predefined material from
the NIST database or a user-designed material also based on the NIST catalogue [178]. Here, the
material has to be defined by a properties file. The location or orientation of a detector volume is
defined by the physical volume. Hereby, the hierarchy of the volumes is important. A child volume
has to be completely enclosed by its mother volume. The outermost mother volume is thereby often
called ‘world’ defining the maximal dimension of the Geant4 detector setup. Overlaps in volumes
result in an undefined region where neither the properties of the one nor of the other volume may
be valid. Geant4 offers several possibilities to test for these overlaps. If a logical volume is defined
as a sensitive detector, a particle reaching this region is considered as a hit and its properties of in-
terest are stored in its own hits collection. This allows the user a readout of each sensitive detector
hits collection at the end of a run or an event.
Furthermore, while defining properties in Geant4, the user has to assign values including a physical
unit. The common unit system used is the CLHEP library. If no unit is assigned, an internal default
unit will be chosen by Geant4. Values calculated by Geant4, like the energy of a particle after a
step, are given without any uncertainties. These have to be introduced and studied by the user in
the application itself or afterwards.

7.2. The GODDeSS package

For further studies, the GODDeSS (‘Geant4 Objects for Detailed Detectors with Scintillators and
SiPMs’) simulation package [179, 180] was integrated in the developed framework. This package
has been developed by E. Dietz-Laursonn [181]. It enables the detailed simulation of optical com-
ponents as scintillators and optical fibers with a high variability in the modification of the setup
characteristics. Many of those predicted characteristics of the simulations have been validated by
measurements. As based on the Geant4 simulation package, it can be easily implemented in exist-
ing projects. It can be used only for the simulation of one explicit optical component while the other
components are simulated according to the user’s own framework. However, it provides in general

1This has the advantage that unnecessary processes can be omitted which reduces computing time.
2of the primary particle and all of its secondaries
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a complete detector simulation on their own including an own physical list and data storage system.
To implement the GODDeSS package in a framework, GODDeSS objects have to be invoked in the
C++ code.
GODDeSS aims to simplify the study of a large range of scenarios in a small scale detector. It allows
for complex geometrical layouts. Therefore, it concentrates rather on a high flexibility for the user
than on a reasonable time- and resource-consuming performance. The simulation of a large scale
detector with several scintillator tiles and readout channels is not the designated goal. Therefore,
the GODDeSS package has been used to study and to improve the knowledge on details of interest
in optical components and is not implemented in the final simulation framework for a multi-channel
detector.

7.3. The detector simulation framework

The ray-tracing simulation of the muon detector unit comprises all optical components as presented
in chapter 6. A single unit but also a detector consisting of multiple units can be studied. Photons
are emitted by the energy deposit of particles traversing the scintillator tile. The type, energy, po-
sition, momentum, polarization, and amount of primaries can be chosen by the user. Fixed and
randomly distributed quantities are available. The photons are collected by a wavelength shifting
(WLS) fibre and guided onto the photosensor, a silicon photomultiplier (SiPM). The Geant4 based
simulation package G4SiPM developed by T. Niggemann (cf. chapter 4.3) is used to predict the
amount of photon equivalent (p.e.) detected for the studied scenario. Both applied SiPM types
of Hamamatsu (S12571-050P and S13360-1350PE) have been introduced in the G4SiPM package
by the author of this thesis. Optionally, the units can be embedded in a corresponding mechanical
support structure3 as presented for the MiniAMD demonstrator in chapter 9.
The simulation framework is written in the C++ programming language. The data storage is real-
ized using the ROOT data analysis framework [182]. It was developed with Geant4 version 9.10
patch 2 and ROOT version 5.34 patch 11.
Important characteristics of the materials are given in properties files to be read in during the
simulation. To study the response of the optical components for different layouts, flexible input pa-
rameters of interest are implemented in the C++ source code. These input parameters are handed
over to the framework via a command line at the beginning of the simulation. Thereby, no change
within the C++ code and re-compiling of this simulation package is needed.
First studies performed with the described detector simulation framework have been presented in
[54, 172, 183, 184]. However, the simulations presented in the following have been performed by
the author of this thesis.

7.3.1. Modification of individual optical components

The detector simulation framework allows for a large variety of materials and geometries to study.
The goal is an optimal light yield achieved for traversing muons. Besides the amount of photons
detected by the photosensor, the arrival time and spatial distribution of the photons at the sensor
is a crucial indicator for the performance. Relevant modifications are presented in this section. A
schematic overview of components under study is presented in figure 7.1. The performance of the
modified unit is presented in relation to the performance of a reference unit layout. Thereby, only
one parameter of one optical component is modified at once to lucidly study their influence. The
reference unit has the following quantities:

3including materials of the padding or the box
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7.3. The detector simulation framework

• A scintillator tile with dimensions of 300× 300× 5 mm3. The material refers to the EJ-212
by Eljen Technology [159]. The vertical energy loss of a minimum ionizing particle (MIP) in
the plastic scintillator is roughly 2.3 MeV/cm= 1.15 MeV.

• The tile is completely wrapped by a 1 mm thick Teflon sheet with an air gap of 0.1 mm. The
constant thickness of the air gap is a limited representation of a real wrapping where devia-
tions within the air gap thickness are expected.

• A WLS fibre is located in a sigma-shaped groove inside the tile. The groove has a width and
depth of 1 mm corresponding to the diameter of the WLS fibre. The type of the fibre refers
to a multiclad BCF-92 WLS fibre of Saint-Gobain [161]. The fibre is glued into the groove by
an optical cement of type EJ-500 by Eljen Technology [163]. The chosen radius of curvature
of the sigma-shape is r = 65 mm and the distance to the tile edge is 10mm.

• The WLS fibre end located inside the tile is covered by a reflective material corresponding to
a highly specular reflective foil with > 98% reflectivity [153].

• An optical fibre is coupled to the WLS fibre. This transparent waveguide refers to the BCF-98
multiclad fibre of Saint-Gobain [185]. No air gap is assumed between both fibres, correspond-
ing to a perfect coupling. The waveguide has a diameter of 1mm and a length of 30 cm.

• A SiPM of type S133650-1350PE SiPM by Hamamatsu is placed at the optical fibre end. The
dimensions of the active SiPM area are 1.3× 1.3mm2 [105].

Here, the unit is studied surrounded only by air, neglecting materials corresponding for example to
a mechanical support structure.
For each modification, 5,000 individual, vertical atmospheric muons have been uniformly dis-
tributed on the scintillator tile. Their energy range is corresponding to the energy of a MIP (cf.
figure 5.1, Bethe-Bloch formula).

EMIP, range = e[ln(mMIP)−1,ln(mMIP)+1] (7.1)

= [116.61, 861.62]MeV (7.2)

with mMIP = 3×mµ = 316.98MeV . (7.3)

For the investigation of the unit layout by simulations, only the number of detected photons at the
SiPM is studied. Further influences by correlated noise or by the electronics are neglected. As the
used SiPM type offers a low crosstalk (3%) and negligible afterpulsing (<1%) probability, these
effects are of minor importance.
The expected energy deposit of a MIP in a scintillator can be described by a Landau distribution (cf.
equation 5.1). Further processes as the collection or transportation of photons in the WLS fibre and
the detection efficiency of photons at the SiPM can be assumed to be Gaussian distributed. Taking
all processes into account, the photon distribution detected at the SiPM can be approximated by
the convolution of a Landau and a Gaussian distribution. The most probable value (MPV, µmpv) of
the Landau distribution defines the light yield.
The predictions by the simulations are compared to measurements with a test unit if possible. De-
tails of the corresponding measurements are presented in appendices I and J.

Exemplary, the influence of the fibre cladding type is studied in more detail (cf. chapter 5.2.3).
In general, optical fibres are available as multiclad or singleclad fibre. Multiclad types are highly
preferred as the outermost cladding improves the containment of photons. Furthermore, multiclad
fibres are expected to reduce light losses due to surface damages. Applying only multiclad types,

85



Chapter 7. Simulation of detector unit response to single particles

simulations

x position / mm

y 
po

si
tio

n 
/ m

m

-0.6 -0.4 -0.2 0 0.2 0.4 0.6

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

nu
m

be
r o

f p
ho

to
ns

1400

1200

1000

800

600

400

200

0

(a) Photon distribution of the singleclad types.
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(b) Photon distribution of the multiclad types.

Figure 7.2.: Photon distribution on the 1.3 × 1.3 mm2 SiPM surface of type S13360-1350PE for 5,000
individual vertical muon events. Compared are the arrival positions for a single- or multiclad
WLS fibre coupled to a single- or multiclad optical waveguide. For each studied configuration,
the simulated events are homogeneously distributed along the scintillator tile. The muons have
energies corresponding to a MIP.

simulations predict an increase of up to 20% of the absolute light yield detected by the SiPM com-
pared to their singleclad counterparts. Besides deviations in the achieved light yield, the photon
distribution on the SiPM area is crucial. A homogenous distribution is strongly preferred to allow
for an increased dynamic range of the photosensor. In figure 7.2, the photon spatial distribution on
the SiPM surface of type S13360-1350PE is shown. In figure 7.2a, a combination of a singleclad
WLS and a singleclad optical fibre is shown. A clear ring-like structure is visible as the majority of
photons leaves the fibre at the outer part of the core, close to the core-cladding interface. Photons
can enter the SiPM active area outside the fibre diameter of 1 mm due to the angular distribution
of the photons leaving the WLS fibre. In figure 7.2b, a combination of a multiclad WLS and a
multiclad optical fibre is presented. By adding a second cladding, the distribution becomes more
homogenous. The distribution is also comparable for a combination of a multiclad WLS fibre and
a singleclad optical waveguide. Thus, the multiclad option is chosen to achieve the best available
absolute light yield detected by the SiPM and the most homogenous photon distribution on the
SiPM surface.

Further studied options are shortly discussed in the following and are presented in table 7.1. For
simulations, the light yield of the discussed reference layout is stated on top of the table as (36.36±
0.03)p.e. Then, individual components of the layout are studied. The corresponding change in the
light yield compared to the light yield of the reference design is given. For the measurements, no
absolute reference light yield can be stated. Each detector unit is a complex interaction of all optical
components involved. Therefore, for each study of an optical component an individual reference
light yield needs to be determined (cf. appendix I).

• The light yield of a unit significantly increases with the scintillator tile thickness as indicated
by simulations. Thereby, the signal-to-noise ratio will also improve. However, as the light
yield distribution becomes also broader, a clear allocation of a certain detected signal to the
amount of particles traversing one unit becomes more complicated. For economical reasons,
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Reference light yield in
p.e. for simulations

36.36± 0.03

Optical component predicted
change by
simulation

measured
change

remarks

thickness tile [0.5cm]

1 cm 1.65± 0.02 -

1.5 cm 2.28± 0.04 -

WLS fibre type [ multiclad WLS fibre + multiclad optical fibre ]

Singleclad WLS fibre,
singleclad optical fibre

0.80± 0.05 -

Multiclad WLS fibre,
singleclad optical fibre

0.99± 0.02 -

use of glue in groove [ WLS fibre is glued over its entire length in the groove]

no glue 1.02± 0.05 1.04± 0.02 No significant deviations are found.

use of optical fibre [ WLS fibre is coupled to an optical waveguide with a length of 30cm ]

SiPM located at tile
edge, no optical

waveguide

1.15± 0.02 2.83± 0.04 A high light loss occurs at optical
coupling between two fibres.

wrapping of scintillator tile [ wrapping with Tyvek sheet ]

no wrapping 0.22± 0.02 0.43± 0.06 The general improvement by a
wrapping is overestimated. The
light yield without wrapping is

well reproduced.

aluminum 0.71± 0.03 0.79± 0.07 The deviations are expected due to
hand-wrapping.

Teflon sheet 1.25± 0.02 1.15± 0.05 The deviations are expected due to
hand-wrapping.

reflective material at fibre end [ cover with highly reflective foil ]

none 0.55± 0.01 0.86± 0.07 The use of highly reflective foil is
less efficient than predicted,

possibly due to imperfect coupling.

chrome spray 0.65± 0.01 0.87± 0.09 The use of chrome spray has no
significant effect on the measured
light yield. Incorrect assumptions

implemented in simulations.

Table 7.1.: Summary of changes in the light yield by the modification of individual optical components in
a unit. The default settings of the component under study are indicated in the brackets. The
simulated light yield of a reference design (see text) is given for comparison. For each simulation,
5,000 vertical muons have been homogeneously distributed on the scintillator tile. The light yield
is defined by the most probable value, µMPV, of a convoluted Landau-Gaussian distribution. For
several components, simulations are compared to measurements presented in appendices I and
J.
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scintillator tiles with a thickness of 0.5 cm are used for detector units in the scope of this
thesis.

• The use of glue in the WLS fibre groove has no impact on the light yield for both, simulations
and measurements. As gluing of the WLS fibre along its entire length is time-consuming, the
WLS fibre is only glued into the groove in the region of the both ends for detector units in the
scope of this thesis.

• The coupling of a WLS fibre to an optical waveguide is a large source of light loss as indicated
by measurements. Only ≈ 30% of photons are transmitted in the performed studies (cf.
appendix I). A narrow air gap and a misalignment of fibres are reasonable factors, but further
attenuation factors are necessary to explain the total light loss. The use of an optical fibre is
not included in the final layout. The SiPM is directly located at the scintillator tile edge to
allow for an easy and stable coupling.

• Both, simulations and measurements, confirm diffuse reflective materials to be optimal for
the wrapping of the scintillator tile. The relations between the studied materials are com-
parable. However, the improvement in the light yield compared to a plain scintillator tile is
overestimated by the simulations. The reflectivity of the applied material has to be adapted
for a more realistic setup. A Tyvek wrapping is chosen for detector units in the scope of this
thesis.

• Both, simulations and measurements, confirm specular reflective materials to be optimal for
the cover of the WLS fibre end inside the scintillator tile. However, the improvement in the
light yield compared to a WLS fibre without any additional cover is overestimated by the
simulations. The reflectivity of the applied material has to be adapted for a more realistic
setup. A cover by a highly reflective foil is chosen for detector units in the scope of this thesis.

As already indicated, three major sources of light losses have been identified: the efficiency of the
wrapping, the efficiency of a reflective material at the fibre end and an optical coupling between
two fibres4. The latter can be neglected, as a unit layout without any optical fibre is chosen. For
the other two sources, the simulations were modified to allow for a more realistic description of
the detector response. The reflectivity of both, the wrapping and the fibre cover material, has been
reduced according to the measurements.
After these adaptions, important design parameters of the detector unit layout were revised, such
as the position of the WLS fiber within the scintillator tile. For the WLS fibre a sigma-shaped layout
inside the scintillator tile has been chosen. The WLS fibre is applied to achieve a homogenous and
high detection efficiency over the complete area of the scintillator tile (cf. section 5). The fibre
is located in a groove with a width of 1mm matching the WLS fibre diameter. The geometry is
thereby defined by two parameters, the distance to the tile edge d and the bending radius r. The
latter refers to the radius of curvature of the fibre inside the tile. Various geometries have been
studied, each by a vertical muon sample of 5,000 muons. In figure 7.3, the relative light yields
achieved for the investigated layouts are shown. The distance to the tile edge proves to be optimal
close to the tile edge. However, to allow for a stable milling of the groove a minimum distance
of d = 10mm is required. A large bending radius is preferred as less photons will be lost in the
curves and the stress on the fibre material is minimal. On the other hand, the path length, that the
photons have to travel within the WLS fiber, is increased. An optimal geometrical configuration is

4Additionally, the light loss along WLS fibres is bigger compared to simulations. However, as here only a qualitative
estimation of the light loss is possible, the attenuation length of the fibre, as given by the manufacturer, has not been
modified for the simulations.
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Figure 7.3.: Relative change in the light yield as a function of the distance of the WLS fibre to the tile
edge and as a function of the WLS fibre radius of curvature. The relative light yield is thereby
defined as 100%· µmpv

µmpv, max
. For each studied configuration, the simulations includes 5,000 vertical

muon events homogeneously distributed along the scintillator tile. The muons have energies
corresponding to a MIP.

found for d = 10mm and r = 60− 70mm whereby 65mm is chosen for the manufacturing of the
unit prototypes. Besides the position of the WLS fibre, the length of the fibre may be interesting.
The simulations predict no change in the light yield for a total fibre length of (980± 50)mm. Two
effects, an improved collection probability and a longer distance, compensate each other. After all
modifications of the design and the adaptions of the simulation parameters, the detector simulation
framework can successfully describe the response of a detector unit to particle passages. The layout
corresponds thereby to a unit of layout 2 (cf. chapter 6). In figure 7.4, the light yield distribution
for 10,000 individual vertical muons is shown. The simulated distribution can be described by
a convoluted Landau-Gaussian distribution. The light yield is here defined by the most probable
value, µmpv, of the Landau distribution. The simulated light yield of around (29.9±0.1)p.e. can be
assumed as the best case scenario for the studied unit. Compared to measurements of assembled
units of layout 2, the unit with the highest light yield reaches (28.3±0.1)p.e. for vertical traversing
muons (cf. chapter 8). Thus, simulation and measurement are in acceptable agreement. All further
units depict reduced light yields due to imperfections, for example, in the manufacturing process
or in the material itself. An overview of the performance of all produced units can be found in table
8.2 on page 118.

7.3.2. Important performance quantities of the studied unit layouts

Based on the presented simulation framework, important performance characteristics of the chosen
final unit layout can be predicted.
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Figure 7.4.: Simulated light yield distribution of the final unit layout. Shown is the number of photons
detected by the SiPM. The distribution contains 10,000 individual muon events with a kinetic
energy corresponding to a MIP, EMIP, range (cf. equation 7.3), and with an incident angle of
θ = 0 ◦. A fit (green curve) by a convolution of a Landau and a Gaussian distribution can
describe the simulated data. The reconstructed most probable value, µmpv, is denoted by a red,
vertical line.

7.3.2.1. Indicator for an optimal threshold

A first indicator for an optimal threshold can be defined on the basis of the achieved darknoise
rejection and the muon detection efficiency. The aim is to find a threshold, at which darknoise events
are suppressed, but, ideally, signal events are not influenced.
First, darknoise traces are simulated. If the signal exceeds the chosen discriminator setting, an
event is defined as triggered. The discriminator threshold refers thereby to a threshold in photon
equivalent

nγ,thr = k+ 0.5 p.e. , k ∈ N0 . (7.4)

Each trace covers a time interval of t = 10µs referring to the average duration of a cosmic ray
event. The darknoise rejection efficiency εdarknoise is defined by

εdarknoise = 1−
Ntrigger(nγ ≥ nγ,thr)

Ntotal
, (7.5)

whereby Ntrigger(nγ ≥ nγ,thr) refers to the number of traces, in which at least one pulse exceeded the
threshold. Ntotal refers to the total number of simulated traces. The rejection efficiency is shown as
a function of discriminator threshold in photon equivalent in figure 7.5. Presented are darknoise
simulation studies for both SiPM types used in this thesis. For both, only darknoise rejection effi-
ciency points are presented for thresholds, at which at least one trace contained the corresponding
amount of darknoise induced photons. The darknoise studies are statistics limited but indicate for
the current SiPM type S13360-1350PE a sufficient threshold of ≥ 2.5p.e. to suppress the darknoise
component. The older SiPM type of S12571-050P has an increased thermal and correlated noise
probability. The darknoise rejection efficiency is thus decreased. A higher trigger threshold would
be needed to achieve the same suppression of darknoise events.
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Figure 7.5.: Muon detection efficiency and darknoise rejection as a function of the discriminator threshold
in p.e. For the current SiPM type S13360-1350PE, a significant suppression of darknoise is
found for nγ,thr ≥ 2.5 p.e. The detection efficiency of muons is stable at > 98% for a threshold
nγ,thr ≤ 20p.e.

For comparison, the muon detection efficiency is depicted as a function of the discriminator thresh-
old. Around 17,000 single muon events are studied. The muons have kinetic energies of 10 MeV <
Ekin < 106 MeV and an incident angle of θ < 50 ◦. They are uniformly distributed on a unit of layout
2. A muon detection efficiency of > 98% can be achieved up to a trigger threshold of 20p.e. for
simulations. This threshold is recommended for a future operation aiming to measure the muonic
component in extensive air showers. A threshold of ≥ 2.5p.e. allows for a reasonable suppression
of 96% of the simulated darknoise events. This is also later confirmed by measurements (cf. figure
8.2). However, a slightly increased threshold of ≥ 3.5 p.e. allows for a suppression of nearly 100%
of the simulated darknoise events. Therefore, this threshold is recommended for measurements
that utilize the MIP peak for the calibration of a detector unit5.

7.3.2.2. Simulated uniformity of a single unit

The uniformity of the light yield achieved by a unit is crucial to allow for a good estimator on the
amount of particles traversing the detector material. The chosen shape of the WLS fibre inside
the tile may introduce inhomogeneities. Furthermore, photons emitted close to the photosensor

5During the characterization and development of the detector units and MiniAMD, the MIP peak is of particular interest.
Therefore, most measurements in the scope of this thesis will be performed with a threshold of 2.5p.e. or 3.5 p.e.
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Figure 7.6.: Wavelength distribution of photons being detected by the 1.3×1.3mm2 SiPM of type S13360-
1350PE. The total area of the histogram is normalized to 1. The SiPM is placed in front of
the WLS fibre, directly located at the scintillator tile edge. The simulations includes 80,000
individual muon events homogeneously distributed over the scintillator tile. Their incident
angles are homogeneously distributed on a sphere. The muons have energies corresponding to
a MIP.

position may result in an increased signal yield. This is even more relevant for a photosensor located
at the scintillator tile edge. Direct scintillation light might reach the SiPM surface as indicated in
figure 7.6. Here, the simulated wavelength distribution for photons arriving at a SiPM located
at the scintillator tile edge is presented. Two components can be identified. The majority of the
spectrum corresponds to the scintillation emission spectrum, which has been wavelength-shifted
by the WLS fibre. It depicts a peak wavelength of 490 nm. A smaller fraction corresponds to the
unshifted scintillation spectrum in the UV-blue wavelength regime. For a SiPM located at an optical
waveguide that is coupled to the WLS fibre, all direct light is shielded.
For both unit layouts, with and without optical waveguide, the uniformity is illustrated in figure
7.7. First, the mean light yield in p.e. is shown as a function of the point of incidence of single
muons on the scintillator tile. For both layouts, the SiPM is located in the upper right corner.
80,000 individual muon events have been simulated for each layout. The sigma-shape of the WLS
fibre is clearly visible. Scintillation photons are isotropically emitted while a particle traverses
the scintillator material. If a muon position is located between the WLS fibre and the tile edge,
the chance for photons to be collected by the WLS fibre is increased and the mean light yield
is enhanced. Furthermore, muon positions next to the SiPM location depict even increased light
yields. For the unit layout including an optical waveguide (corresponding to unit layout 1, cf. figure
7.7a), the increase results from shorter pathlengths of photons within the WLS fibre before entering
the optical fibre. This is also true for the unit without any additional coupling (corresponding to
unit layout 2, cf. figure 7.7b). However, the effect is strongly enhanced by direct scintillation light
reaching the SiPM. Here in few bins next to the SiPM (≈ 4% of total area), light yields up to 1.6
times the average light yield are found. As an estimate for the uniformity, the rms of the light yield
distribution presented in figure 7.7a and in figure 7.7b is used. The expected uncertainty on the
average light yield in each bin of the presented distributions comprises the intrinsic fluctuations
in the light yield of a muon passage and fluctuations introduced by inhomogeneities. The former
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(a) Simulated light yield uniformity of unit including an
optical waveguide to transport the photons to the photo-
sensor. The photosensor is located 30cm away from the
scintillator tile.
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(b) Simulated light yield uniformity of a unit with the pho-
tosensor being located flush to the tile edge at the WLS fibre
location.
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(c) Smoothed relative light yield distribution of a unit in-
cluding an optical waveguide to transport the photons to
the photosensor.
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(d) Smoothed relative light yield distribution of a unit with
the photosensor being located flush to the tile edge at the
WLS fibre location.

Figure 7.7.: Simulated uniformity of two unit layouts. 80,000 individual muon events have been simulated
for each layout. Their incident angles are homogeneously distributed on a sphere. Shown is
the mean light yield as a function of the point of incident of a muon. The trigger threshold
has been set to nγ,thr = 3.5 p.e. The muons have energies corresponding to a MIP, EMIP, range
(cf. equation 7.3). The photosensor type refers to the S133650-1350PE SiPM by Hamamatsu.
Shown is also the smoothed relative light yield distribution. The bin contents of the resulting
2D-histogram are smoothed according to a kernel algorithm provided by the ROOT framework.
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(b) Simulated photon arrival time at the SiPM. The major-
ity of the photons arrives within a 10ns window indicated
by the width of the distribution.

Figure 7.8.: Simulated angular and photon arrival time distribution of photons being detected by the 1.3×
1.3mm2 SiPM of type S13360-1350PE. The total area of both histograms is normalized to
1. The SiPM is placed in front of the WLS fibre, directly located at the scintillator tile edge.
The setup corresponds to the unit layout 2. The Geant4 simulations include 80,000 individual
muon events, homogeneously distributed over the scintillator tile. Their incident angles are
homogeneously distributed on a sphere. The muons have energies corresponding to a MIP.

is (2.65± 0.06)p.e. for both layouts. The rms of the average light distribution of all bins for unit
layout 1 is 4.22p.e., for unit layout 2 it is 5.40p.e. Thus, both layouts depict an increased light
yield compared to the intrinsic fluctuations. Thus, a non-uniformity in the layouts is indicated,
which is more present for the unit of layout 2. For an improved illustration, the relative light
yield is presented in figure 7.7c and 7.7d for a unit with and without additional coupling to an
optical waveguide, respectively. The relative light yield is defined as s =

si j−s̄
2·(si j+s̄) . Whereby s̄ is

the average light yield of all bins and si j is the signal in each bin. The simulated distribution
is additionally smoothed by a kernel algorithm provided by the ROOT framework. Thereby, the
underlying structure can be better elaborated. For unit layout 2, the non-uniformity is enhanced, but
is accepted in favor of signal strength and stable coupling. The simulations discussed are confirmed
by measurements in chapter 8.4 (cf. figure 8.25).

7.3.2.3. Photon angular and arrival time distribution

In figure 7.8a and 7.8b, the angular and the time distribution of photons arriving at the SiPM is
shown. The simulated distributions contain 80,000 individual muon passages each. Their incident
angles are homogeneously distributed on a sphere. The total area of both histograms is normalized
to 1. The majority of the detected photons at the SiPM surface depicts incident angles α smaller
than 35 ◦ while 0 ◦ corresponds to the SiPM surface normal. Larger angles are strongly reduced.
They occur mainly in the less-populated outer cladding and are additionally suppressed by the
transition of the fibre to the SiPM material (cf. section 5.2.3.2). The photon arrival time at the
SiPM is influenced by the pathlengths of the photons inside all optical components. Key parameters
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Figure 7.9.: Sketch of the electronics simulation. Shown is a simulated SiPM trace for different shaping
procedures. The original trace contains two single p.e. pulses. The trace is shaped according to
the electronics model introduced in [165]. The trigger decision is based on the signal modified
by the fast shaper. If the signal exceeds a certain threshold (time of trigger = violet line, trigger
threshold = red star), an event is registered. Additionally, two traces with different slow shaper
configurations are depicted. The amplitude of the signal modified by the slow shaper at the
hold time (green line) is a measure for the integrated charge contained in the event.

are the number of reflections inside the tile and the pathlength travelled inside the WLS fibre. As
the photons are emitted isotropically, they depict highly individual paths until they are registered at
the SiPM. Thus, an extended arrival distribution is expected. In figure 7.8b, the normalized number
of simulated photons is presented as a function of the arrival time after the first photon of the event
has been registered at the SiPM. On average, the majority of the photons arrives within a 10ns
time window and 10ns after the first photon reached the SiPM. The simulated photon arrival time
distribution is confirmed by measurements with units of layout 2 in chapter 8.2.

7.3.2.4. Shaper simulation

So far, the response of a unit is studied by means of the photons detected by the SiPM. For the
prediction of the light yield, this is a valid assumption. The studies presented in [165] allow for a
more complex description of the simulated detector response by introducing a simulation model of
the readout electronics (cf. chapter 6.2.2).
By this model, simulated voltage traces are shaped according to a EASIROC fast and slow shaper.
The model is originally based on detailed measurements of the slow shaper response. The fast
shaper can not be studied directly. For an approximation of the fast shaper response, a slow shaper
curve is compressed to account for the shorter peaking time of the fast shaper.
The trigger decision in simulation is sketched in figure 7.9. The incoming simulated SiPM signal is
shaped by the fast shaper model. If the modified signal exceeds the chosen discriminator value, it
is registered as event. In parallel, the signal is also shaped by the slow shaper model. The user can
choose between different shaping and gain settings which are explained in detail in [165]. In figure
7.9, two shaper configurations are depicted. The first corresponds to a slow shaper time setting of
25 ns nominal peaking time and with highest possible gain (corresponds to shaping and feedback
setting of 1). While the second corresponds to a slow shaper time setting of 125ns nominal peaking
time and with highest possible gain (corresponds to shaping setting of 5 and feedback setting of 1).
The value registered for an event is the amplitude at the hold time. The hold time is a user-defined
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Figure 7.10.: Measured and simulated darknoise spectra are shown as a function of ADC count. Measured
darknoise spectra and slow shaper simulation are taken from [165]. The different slow shaper
time settings influence the distance in ADC count between two consecutive peaks and the
form of the spectrum.

time after the trigger signal which should be chosen close to maximum amplitude of the shaped
signal. The amplitude is then a measure for the integrated charge contained in the triggered event.
By the shaping procedure, the pulse form of the signal is strongly influenced and results in different
signal responses. This is shortly illustrated in figure 7.10. Darknoise events of the same SiPM of
type S12571-050P have been measured and simulated for two slow shaper configurations. The
measurements are performed and presented in the scope of [165]. The simulations are performed
by means of the G4SiPM framework by the author of this thesis. Over 1 million darknoise events
are contained in each charge spectrum. For both configurations, the simulated and the measured
spectra are compared. In figure 7.10a, the slow shaper configuration with shaping and feedback
setting of 1 is presented. A clear peak-like structure is visible. The highest peak refers to the 1
p.e. peak, while peaks at higher ADC values correspond to crosstalk events. Interesting is a smaller
second shoulder at the right side of each peak. These shoulders are caused by SiPM afterpuls-
ing6. Their occurrence can be well described by the simulations. Furthermore, the simulations
well describe the decline of the frequency for higher multiplicities, referring to the correlated noise
probability. Crucial for a simulation is the correct description of the electronics noise influencing
the baseline and the pulse shape. It is visible that the measurements depict a higher noise compo-
nent than assumed for the simulation. Therefore, the peaks in the measured spectrum are broader
and less pronounced. However, to illustrate the principle working of the shaper no more realistic
description is necessary. In figure 7.10b, the slow shaper configuration with shaping setting of 5
and feedback setting of 1 is presented. Here, simulation and measurement are well in agreement.
The larger shaping time is washing out the double peak structure visible in the former setting and

6The G4SiPM simulation allows to trace the source of each individual cell breakdown. Additionally, the effect is studied
in detail in [114].
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(a) Atmospheric muons.
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(c) Atmospheric protons.

Figure 7.11.: Simulated trigger efficiency of a detector consisting of one unit. The incident angles θ of the
simulated particles were homogeneously distributed on a sphere. They range from 0 ◦ to 90 ◦

while 0 ◦ is perpendicular to the tile area. The trigger threshold has been set to nγ,thr = 3.5 p.e.
The photosensor type refers to the S133650-1350PE SiPM by Hamamatsu.

the peak shape can be described by a multi-gaussian. In summary, the electronics simulation is well
functional.

7.3.2.5. Detection efficiency

The detection efficiency depends on the particle characteristics and the chosen discriminator thresh-
old nγ,thr. In figure 7.11, the simulated trigger efficiency is shown as a function of the kinetic energy
carried by the particle as well as its angle of incidence. The particle positions were homogeneously
distributed over the scintillator tile. The incident angle θ = 0 ◦ is perpendicular to the tile area. A
trigger threshold of nγ,thr = 3.5p.e. is applied. Presented are the detection efficiencies for the three
most relevant particle species in atmospheric air showers: (Anti-)muons, (anti-)electron and (anti-
)protons. For all types a high efficiency of nearly 95-100% is achieved for a large energy range. A
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Figure 7.12.: Simulated trigger efficiency of a detector consisting of 64 units. The incident angles θ of the
simulated muons were homogeneously distributed on a sphere, ranging from 0 ◦ to 90 ◦. The
trigger threshold has been set to nγ,thr = 3.5p.e.

decrease of the detection efficiency for larger angles results from clipping muons, which only partly
traverse the scintillator tile. For a more realistic setup, the trigger efficiency of the Aachen Muon
Detector (AMD) as a large-scale detector is studied. The detector concept is presented in section
6.4. A schematic view of the detector layout as implemented in the simulation is given in figure
6.8 in chapter 6 on page 67. The total instrumented area of the detector is 44%. In figure 7.12,
the simulated trigger efficiency for the AMD detector is shown as a function of the incident angle,
position and kinetic energy of the traversing muons. The distributions contain 80,000 individual
muon events each.
A high detection efficiency is found at the positions of the units, with a grid with reduced effi-
ciency identifying the gaps between individual trays and units. The outer region of the detector
is not equipped. The detection efficiency for all incident angles is on average 40-50% for kinetic
energies above 30 MeV. This is well compatible with the determined detection efficiency > 95%
for a single unit. While taking the fill factor of the detector into account, a detection efficiency of
95%× 44%→ 42% is expected.

7.3.3. The MIP spectrum

So far, the light yield distribution was studied by means of simulations of atmospheric muon pas-
sages having an energy of a minimum ionizing particle. In this section, a first comparison of the sim-
ulated signal spectrum to measurements is discussed to illustrate the performance of the presented
detector simulation framework. More detailed measurements of unit prototypes are presented in
the following chapter 8. In a real setup, not only MIPs will traverse the scintillator tile but all dif-
ferent kinds of particles having a wide range of energy and angles. The majority of these particles
will originate from low energetic cosmic ray air showers. Only few particles of these showers will
arrive at Earth’s ground for a detector located at sea level. They are mainly composed of electrons /
positrons, (anti-)muons and photons. To investigate the expected signal spectrum measured by the
presented unit, cosmic ray air showers are simulated by CORSIKA [186]. They are propagated to
the height of Aachen, 282m above sea level. The following simulation parameters are applied. Only
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protons are used as primary particles. GHEISHA and QGSJet II-04 are used as low and high energy
hadronic interaction model, respectively. The energy of the showers follows an energy spectrum
of E−2.7 starting from 10 GeV (cf. chapter 2.2). The shower directions are uniformly distributed in
azimuth and range from 0 ◦ to 65 ◦ in zenith assuming an isotropic distribution. This corresponds to
a simulated solid angle of Ωsim = 2π(1− cos(65 ◦)) sr. The magnetic field corresponding to central
Europe is applied as well as the default US-standard atmosphere. Thinning is not active and all
energy cuts are set to their minimum value. The remaining cut on the minimal kinetic energy for
each particle type is apparent in figure 7.13 in the low-energy region of the corresponding absolute
kinetic energy distribution.
For a reasonable statistics also for high air shower energies, the CORSIKA events are simulated in
four energy ranges Ei: E1 = 10− 100GeV, E2 = 100− 3,000 GeV, E3 = 3, 000− 10,000 GeV and
E4 > 10, 000GeV. For each energy range, N = 20,000 CORSIKA showers are simulated. To achieve
a steady falling energy spectrum, an energy-weight ei is introduced. This weight is based on the
number of events, which would be actually needed to be simulated. The energy-weight e1, corre-
sponding to the lowest energy bin E1, is set to 1. All further energy-weights are smaller than 1. The
simulated shower cores are homogeneously distributed on a circle with an area of Asim = 5πkm2.
Each shower is reused several times. The amount of reuse decreases with shower energy as more
computing resources are needed. Thus additionally to the energy-weight, a reuse-weight ri is in-
troduced for each energy bin. The reuse-weight r1, corresponding to the lowest energy bin E1, is
set to 1. All further reuse-weights are larger than 1.
The estimated amount of simulated air showers is then given by

Nsim, shower =
∑

i

ei · ri · N with e1 = r1 = 1; ei>1 < 1; ri>1 > 1 . (7.6)

This number is much larger than the actual performed simulations (80, 000→ 1.5× 1014). In the
centre of the circle, eight detector units are placed next to each other. All particles crossing the
detector units are registered. The absolute kinetic energy distributions for the different particle
species are presented in figure 7.13. They cover a large energy range from 10−4.5 to 104.5 GeV.
The highest energies are carried by muons. The majority of the particles arriving at the surface are
photons, followed by muons and electrons. These atmospheric particles are further processed by
terms of the presented detector simulation framework. In the scope of this framework, the parti-
cles are homogeneously distributed on a single detector unit with a starting point few cm above the
scintillator tile. Their resulting light yield distribution is presented in figure 7.14. Only 5% of the
photons are depositing enough energy to be registered at the SiPM. Their signal distribution fol-
lows an exponential decrease and has its highest contribution in the low signal region. The energy
deposit of atmospheric muons corresponds to the MIP peak spectrum (cf. chapter 8.1.3). The light
yield is given in physical units of MIPs. The position of the peak maximum is thereby assumed as
most probable value for a single MIP passage and is scaled to 1 MIP. All muons produce a detectable
light yield while for electrons and protons only 70% of the particle passages are registered by the
SiPM. The electron light yield depicts a comparable peak like structure as muons but with a broader
distribution and an even more asymmetrical tail to larger signals. They are responsible for a change
in the slope of the overall light yield distribution for all particles at higher signals.

To enable a comparison to measurements, the absolute simulated distribution of counts must be
translated into a distribution of the event rate. Therefore, a measurement time t is estimated for
the simulated number of events Nsim, shower using the literature value of the cosmic ray flux. For an
energy range from several GeV up to 100 TeV, the differential flux it is given approximately as

F(E) = k ·
�

E
1GeV

�−γ
≈ 1.8× 104 1

m2 s sr GeV

�

E
1 GeV

�−γ
, (7.7)
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Figure 7.13.: Absolute simulated kinetic energy distribution of atmospheric particles. The distribution con-
tains information of 80,000 CORSIKA showers. Most of the particles arriving are photons,
followed by muons and electrons. The low-energy cut-off of each distribution results from the
minimum kinetic energy cut that CORSIKA applies individually to each particle type.

whereby γ = 2.7 is the spectral index in the corresponding energy range and E the energy-per-
nucleon [11].
A measurement includes all kinds of possible energies and the integrated flux FI is the observable
of interest. It can be determined by integrating the differential flux

FI(E > Emin) =

�

∫ ∞

Emin

F(E) dE

�

!
=

∫ ∞

Emin

d4N(E)
dE dA dΩ dt

dE (7.8)

⇒
�

k
1− γ

�

E
1 GeV

�1−γ�∞

Emin

=
Nsim, shower

Asim ·Ωsim · t
(7.9)

⇒ t =
Nsim, shower

Asim ·Ωsim

�

Emin
1 GeV

�1−γ
γ− 1

k
. (7.10)

Thereby, the simulations are assumed to describe well the ratios between the individual particle
species but the information of the absolute event rate is limited.
The simulated distributions are compared to three measurement setups. Two setups are located in
a laboratory. The surrounding walls are assumed to shield part of the particles, mainly photons and
electrons. More details on these measurements can be found in chapter 8. One setup is located
outdoors (cf. chapter 9). First, the particles of interest are studied. The simulated muon spectrum
is compared to the MIP spectrum measured for a unit operated in a stack of eight units in the
laboratory (cf. figure 7.15a). A six-fold coincidence including the unit under study is required
in the measurements to suppress all background events. By the geometrical configuration of the
stack, the incident angle of muons is strongly limited to a maximum angle of 15 ◦. This limited
geometrical acceptance is used for the calculation of the arriving particle flux at the detector units
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Figure 7.14.: Absolute simulated light yield distribution of passages of atmospheric particles. The distribu-
tion contains information of 80,000 CORSIKA showers.

in the simulations. Both distributions, measured and simulated, are presented as a function of the
light yield given in physical units of MIPs. The position of the peak maximum is thereby assumed as
most probable value for a single MIP passage and is scaled to 1 MIP for simulation and measurement.
Both distributions are in excellent agreement with each other. As next step, the all-particle light
yield distribution is compared to the measured MIP spectrum requiring only a two-fold coincidence
including the unit under study. During this measurement, MiniAMD is located outdoors. By the
geometrical configuration of the stack, the incident angle of muons is limited to a maximum angle
of 70 ◦. This limited geometrical acceptance is used for the calculation of the arriving particle flux
in the simulations. The comparison is presented in figure 7.15b. The less strict requirement allows
other particles than muons to be detected. The resulting detected distribution is broader than a pure
muon spectrum, as expected, and describes well most part of the spectrum. Only the highest energy
tail can not be reproduced. The measurements depict a lower event rate for light yields larger than
3 MIP. A possible reason may be the required two-fold coincidence in measurements. For example,
electrons can be stopped in the upper unit, resulting in a high light yield, but those particles won’t
reach the second unit. The last measurement is presented in figure 7.15c and is performed in the
laboratory. The overall particle spectrum is compared to a unit operated in self-triggering mode.
Additionally, the measured darknoise spectrum is depicted. Below 5 p.e., the spectrum is dominated
by darknoise. The simulated spectrum includes again all particle species, but now allows all possible
arrival directions. For this setup, the simulated spectrum can not reproduce the measurements.
Again a more pronounced highest energy tail is present in the simulations. Additionally, a smaller
absolute event rate is measured. A possible reason may be the energy loss of the electrons in the
material they pass through until they reach the laboratory. Furthermore, the simulations predict a
significant larger peak-to-valley ratio between the minimum before the MIP peak and the height at
the MIP peak maximum. In the measured self-triggered spectrum, no valley can be observed. An
additional component is needed to explain the data. Radioactive isotopes as present in the air may
be possible sources as indicated by measurements presented in chapter 8.3.
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Chapter 7. Simulation of detector unit response to single particles
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Figure 7.15.: Comparison of simulated light yield distribution of atmospheric particles compared to mea-
sured distributions by the units presented in chapter 6. The light yield is given in physical
units of MIPs. The position of the peak maximum is thereby assumed as most probable
value for a single MIP passage and is scaled to 1 MIP for simulation and measurement. The
event rate distributions are presented. The all particle spectrum comprises muons, electron-
s/positrons, photons and protons. The limited geometrical acceptance of each setup is used
for the calculation of the trigger rate of the detector units in the simulations. See text for
discussion.102



CHAPTER8
Performance measurements of unit prototypes

This chapter addresses the performance of the actual manufactured units of layout 2, first intro-
duced in chapter 6. Based on the extensive knowledge gained by simulations and measurements
presented in chapter 7 and in appendix I and J, respectively, the best possible unit layout has been
chosen. A unit comprises a scintillator tile with a sigma-shaped WLS fibre directly connected to a
silicon photomultiplier (SiPM, cf. chapter 4) without an additional optical waveguide in between.
A highly reflective foil is glued onto the fibre end located inside the tile. As wrapping a combina-
tion of a Tyvek sheet and two layers of aluminum foil is applied. As photosensor the SiPM type
S13360-1350PE by Hamamatsu [105] is applied, always operated with a default bias voltage 3V
above breakdown.
16 units of this type are produced in the mechanical workshop of the Physics Institute III A of the
RWTH Aachen University. These are later assembled to two modules building a so-called MiniAMD
detector (cf. chapter 9). The detector serves as a demonstrator to study the ability to detect cos-
mic ray air showers. Several important characteristics are investigated by the response of the 16
units to a constant flux of atmospheric muons. The studies are performed by units operated in
self-triggering mode and by coincident measurements within a stack of units or with an external
muon tomograph providing spatial resolution. All investigations confirm an excellent performance
achieved by the units. First, main operation parameters as the darknoise rate or the light yield of
these units are determined. Furthermore, investigations of the detection efficiencies for single atmo-
spheric muons depending on the discriminator threshold are discussed.
All measurements are performed by the readout electronics presented in chapter 6. For the EASIROC
slow shaper, the following settings are used, a shaping parameter of 125 ns nominal peaking time1

and the highest possible gain2. While main operation parameters, e.g. the discriminator threshold
or the baseline of the EASIROC, are temperature dependent, the temperature, at which the mea-
surements are performed, is indicated. The temperature is mostly stable within 1.5 ◦C for each in-
dividual measurement procedure. For all measurements the temperature ranges within 23−29 ◦C.
To allow for a stable gain of the SiPMs, a temperature compensation by means of a fine adjustment
of the bias voltage is applied (cf. equation 4.2) during all measurements. All tiles and SiPMs are
numbered according to their respective EASIROC channel number.
The configuration scripts and measurement programs are modified but are based on programs de-

1corresponding to a shaping setting of 5
2corresponding to a feedback setting of 1
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Chapter 8. Performance measurements of unit prototypes

veloped by L. Middendorf [165]. Basic principles of several measurements discussed in this thesis
have already been presented in [164, 165]. However, unless stated otherwise all measurements are
performed by the author of this thesis.

8.1. Darknoise quantification and optimal threshold estimate

For the operation of the presented units, the knowledge of its basic characteristics as the light yield
for crossing minimum ionizing particles (MIPs) or the expected influence by background or dark-
noise events is mandatory. They are further needed to find a first estimate for an optimal trigger
threshold which is based on a trade-off between darknoise suppression and the loss of signal by
muons. All units are studied in two scenarios. First, the SiPMs are measured in darkness without
any connection to a scintillator tile. Second, the SiPMs are connected to one tile each. The perfor-
mance of these units, arranged in a stack, are investigated regarding their response to atmospheric
muons. For both scenarios, a rate scan as a function of the trigger threshold and a charge spectrum
measurement are performed. These presentations are followed by a brief comparison to expec-
tations of key parameters such as the darknoise and the atmospheric muon rate. Furthermore, a
determination of the trigger efficiency for single muon events is aspired. All presented performance
characteristics are compared to those determined for units of layout 1 as presented in [165].

8.1.1. Rate scan as a function of the trigger threshold

The readout electronics allows for a fine setting3 of the discriminator threshold of the EASIROC fast
shaper chain (cf. chapter 6.2.2, [165, 167, 168]). The discriminator value given in DAC count is
common for all channels. It is important that the common threshold in DAC count will also allow
for a common threshold in photon equivalent (p.e.) for all SiPMs of type S13360-1350PE if they
have comparable gains.
A rate scan as a function of the trigger threshold is performed for two scenarios, first of SiPMs
operated in darkness, second of SiPMs connected to a scintillator tile and thus detecting light pro-
duced by traversing MIPs. All rate scans are performed at an average ambient temperature of
(26.85± 0.18) ◦C with temperatures ranging from 26.5 ◦C to 27.5 ◦C .
Each rate scan is performed as the following: For each presented data point in figure 8.1 and 8.2,
nrun = 40 number of runs are performed. For each run, the FPGA counts all discriminator events
within a measurement time t which have exceeded the imposed hardware threshold in DAC count.
A new hit is registered if the discriminator becomes active after being inactive for ≈ 10 ns.
Therefore, the rate R corresponding to each data point is calculated by

R=

∑nrun
i=0 ni

t · nrun
. (8.1)

The dark count rate scan

In figure 8.1, dark count rate scans for 16 SiPMs are presented as a function of the discriminator
threshold of the fast shaper for three different scales. A step-like structure is visible for all SiPMs.
Each step corresponds to a photon equivalent. Small deviations in the positions of the steps are
expected due to deviations in the gain but still allow for a common threshold in p.e. for all SiPMs
as desired.
The baseline is apparent at an effective threshold of 0 V. At a threshold of 0.5 p.e. an average

3The step size is < 2mV.
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8.1. Darknoise quantification and optimal threshold estimate
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(a) Darknoise rate scan as a function of the hardware threshold in DAC count.
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(b) Darknoise rate scan as a function of the effective threshold in V.

Figure 8.1.: Dark count rate scan for 16 SiPMs as a function of the trigger threshold with three different
scales. The hardware threshold in DAC count and the effective threshold in V are common
for all SiPMs. A lower DAC count corresponds to a higher threshold voltage. A third scale
represents a conversion in photon equivalent for SiPM 1. The baseline is apparent at an effective
threshold of 0 V. For the increased rate of SiPM 0, please refer to the text.
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Chapter 8. Performance measurements of unit prototypes

Threshold

hardware in DAC count effective in volts device in p.e.

860 0.08 0.5

790 0.17 1.5

720 0.26 2.5

640 0.36 3.5

Table 8.1.: Approximate conversion between the three different scales of the discriminator threshold based
on the dark count rate scan performed for SiPMs of type S13360-1350PE at a temperature of
26− 27 ◦C.

darknoise rate of 60− 85 kHz is detected. The darknoise rate is reduced to an average darknoise
rate of < 10 Hz at a threshold of 3.5 p.e. One SiPM (channel 0) depicts a higher thermal trigger rate
of around 110kHz at a threshold of 0.5p.e. while its crosstalk probability and gain are comparable
to the other SiPMs. This behavior can be reproduced while connecting the same SiPM to a different
channel of the EASIROC and is thus a SiPM defect. However, the increased darknoise rate does not
influence the performance of the SiPM for the signal region as will be investigated in the following.

The trigger threshold scales

As a short digression, the three presented scales are discussed in more detail.

• The hardware threshold in DAC count is important for the user of the readout electronics.
While the setting of the threshold in the EASIROC is performed by a 10-bit DAC, the imposed
trigger threshold is given in DAC count by the user. The value is independent of all ambient
effects as temperature or SiPM characteristics, but is counterintuitive as a larger value in DAC
count corresponds to a smaller imposed trigger threshold. It has to be converted to other units
to provide a physical meaning.

• The effective threshold in volts is the conversion of DAC count in the corresponding voltage
output. Its value increases as expected with a larger trigger threshold. A DAC count of 0
represents the state at which all bits are switched off and the maximal output voltage of 4.5V
is reached [164]. Each additional DAC count or step corresponds to a voltage decrease of
approximately 2 mV. The output voltage depends on the ambient temperature and the chosen
EASIROC configurations. It has been carefully characterized in [164, 165]. The applied
conversion in this thesis is based on these studies.

• The device threshold in p.e. provides a scale with physical meaning but is only valid for an
individual SiPM. As indicated by the step-like pattern of the trigger rate as a function of the
trigger threshold, each step in the rate corresponds to a step in the threshold in p.e. Providing
a binary signal for each triggered cell, this structure is rather sharp, but depends on the gain
and response of each SiPM.

A conversion between all three scales is possible as the dark count rate scan proves the ability to
set a common threshold in p.e. for all studied SiPMs for a stable temperature regime. However, the
conversion presented in table 8.1 is not valid in general.
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8.1. Darknoise quantification and optimal threshold estimate

The signal rate scan

In figure 8.2, signal rate scans are presented as a function of the effective threshold. First, in figure
8.2a the first eight SiPMs are connected to a tile while the second eight SiPMs are operated in
darkness. A step-like structure is visible for all SiPMs. Again, each step corresponds to a photon
equivalent. The baseline is apparent at an effective threshold of 0V. At an effective threshold of
0.26 V or 2.5p.e., the contribution by darknoise events and by particle passage induced events in
the scintillator tile are equal, indicating a first measure for an optimal threshold. Secondly, the rate
scans, while all 16 SiPMs are connected to a tile, are presented in figures 8.2b and 8.2c. For each
SiPM a plateau arises with a trigger rate of 60Hz at an effective threshold of 0.35 V. The plateau
is slowly decreasing to 30Hz at an effective threshold of 0.7V. This behavior indicates a constant
flux of atmospheric muons superimposed by background events. Background is defined, in context
of this thesis, as events originating from radioactive decays in the air around the experiment or
originating from other particles than muons like the electromagnetic component of air showers.
Noise indicates darknoise or electronic noise events always present during SiPM measurements.

Discussion

Significantly reduced trigger rates, compared to the expectations for atmospheric muons, may in-
dicate shielding of muons as by thick walls surrounding a lab or reduced detection efficiency of
the units. A strong increase would indicate the presence of background or noise events. The at-
mospheric muon rate can be estimated by a simple calculation based on the integral intensity of
vertical muons with a momentum > 1GeV/c at sea level [11]

d3N
dAdt dΩ

= Φ⊥ = 70 m−2s−1sr−1 , (8.2)

with N the number of muons, A the detection area, t the measurement time, and Ω the solid angle.
A flat, circular detector with radius R is considered. Its acceptance Γ is weighted by the angular
distribution of the atmospheric muon flux dN

d cos(θ ) ∝ cos(θ )n

Γ =

∫

A
sin(θ ′)dA′

∫

Ω

cos(θ ′)ndΩ′ (8.3)

= A

∫ 2π

0

dφ′
∫ θ2

θ1

sin(θ ′) cos(θ ′)ndθ ′ (8.4)

= 2πA

∫ cos(θ1)

cos(θ2)
cos(θ ′)n+1d cos(θ ′) (8.5)

with A= πR2 being the active area of a unit and θ being the muon incident angle.
Assuming a solid angle of 2π, its acceptance is

Γ = πR2 2π
n+ 2

. (8.6)

The expected rate of one unit can be approximated as

f⊥ = Φ⊥ · Γ = 70m−2s−1sr−1 πR2 2π
n+ 2

≈ 10Hz (8.7)

with R= 0.17m (approximated by scintillator unit area 0.09m2) and n≈ 2. As the signal rate scan
of unit layout 2 depicts even at high thresholds a larger trigger rate than expected, a non-negligible
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(a) Rate scan as a function of the effective threshold in V for SiPMs operated in
darkness compared to rate scan for SiPMs connected to a tile.
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(b) Signal rate scan as a function of the effective threshold in V.
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(c) Zoom on the plateau of figure 8.2b.

Figure 8.2.: Signal rate scan for SiPMs connected to unit layout 2 as a function of the effective threshold. A
step-like structure is visible for all SiPMs up to an effective threshold of 0.36 V or 3.5 p.e. Each
step corresponds to a photon equivalent. The baseline is apparent at an effective threshold of
0 V.
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8.1. Darknoise quantification and optimal threshold estimate

contribution of background events has to be present.

For further comparisons, also rate scans including the former unit layout 1 are investigated. Here
the WLS fibre is connected to the SiPM via an optical fibre of length 50cm. Only SiPM 1, layout
2, is of type Hamamatsu S13360-1350PE. All further SiPMs are of type Hamamatsu S12571-050P
(corresponding to layout 1). The measurements are performed with the same EASIROC evaluation
board, but with the corresponding SiPM carrier board and power supply unit for each SiPM type.
The default bias voltages stated in the datasheets [111] are applied. The average temperature at
the SiPMs is (26.82±0.42) ◦C. In figure 8.3a, all SiPMs are operated in darkness. Both SiPM types
demonstrate a step-like pattern but with reduced thermal noise and crosstalk probability of SiPM
type S13360-1350PE in comparison to S12571-050P [105].
The darknoise rate at an effective threshold of 0.08 V is around 85 kHz for SiPM 1, layout 2, while
all SiPMs of the older type depict an average rate of 135 kHz. A darknoise rate of 30kHz/mm2 at
21 ◦C and an increase by a factor of two per 8K for current SiPM types can be assumed [114]. The
SiPM 1, layout 2, has an effective area of 1.3×1.3 mm2 and is measured at a temperature increased
by 5.8 ◦ compared to the reference value. Therefore, an average darknoise rate of 84 kHz is ex-
pected which is well compatible with the determined value. For the older SiPM types a darknoise
rate of 100kHz/mm2 at 25 ◦C is stated. Thus, at the corresponding temperature a darknoise rate
of 127 kHz is expected, also well compatible with the detected darknoise rate.
For an effective threshold of 0.45 V, SiPM 1, layout 2, demonstrates already a negligible darknoise
rate compared to all further SiPMs which have a strong darknoise contribution up to 9.5p.e. In
figure 8.3b, SiPM 1, layout 2, is connected to a unit of layout 2, while SiPMs 3 and 5 are connected
to units of layout 1. All further SiPMs are operated in darkness without being connected to a tile.
Compared to its darknoise rate scan, SiPM 1, layout 2, depicts a plateau for an effective threshold
larger than 0.35V representing the atmospheric muon flux. The sharp cut-off around 1.1V refers
to a saturation of the preamplifier or the fast shaper and limits the maximum achievable threshold.
The atmospheric muon flux is less prominent for the connected SiPMs 4 and 6. The SiPM type
S12571-050P has not only a larger darknoise component but also the unit layout 1 has a reduced
light yield by a factor of 3 compared to unit layout 2. The darknoise rate scan and the rate scan
containing signal are thus only distinguishable at the largest effective thresholds > 0.8V. Even at
these thresholds the trigger rate for atmospheric muons is only 8 Hz compared to 20Hz for units of
layout 2 and 10 Hz expected for atmospheric muons. This indicates a reduced trigger efficiency for
units of layout 1 and an additional background component detected by units of layout 2.

Besides an indication for the best common trigger threshold, rate scans are an important moni-
toring tool for measurement setups and should be recorded on a regular basis. Potential electronic
noise effects may be apparent in the low p.e. regime of a rate scan and would indicate the need to
increase the threshold.

As now an approximate conversion of the hardware discriminator threshold in DAC count to a
threshold in units of photon equivalent is known, the signal determined by the slow shaper output
can be studied.

8.1.2. SiPM darknoise spectrum

The SiPM darknoise spectrum is defined as the charge spectrum of SiPMs which are operated in
darkness and are not connected to a scintillator tile. Exemplary darknoise spectra of SiPMs are
compared in figure 8.4. They are measured at an average ambient temperature of (25.82±0.18) ◦C.
A trigger threshold corresponding to 0.5p.e. is imposed. The spectra include data taken within
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(a) Darknoise rate scan. Both SiPM types demonstrate a step-like pattern but with reduced thermal noise
and crosstalk probability of SiPM type S13360-1350PE in comparison to S12571-050P [105].
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(b) SiPM 1, layout 2, is connected for the signal rate scan to a unit of layout 2. SiPM 3 and 5 are connected
to units of layout 1. All further SiPMs are operated in darkness and are not connected to a tile. For SiPM
1, layout 2, a plateau representing the stable atmospheric muon flux is arising for an effective threshold
> 0.35V.

Figure 8.3.: Rate scan for eight SiPMs as a function of the effective threshold. SiPM types used in unit layout
1 and unit layout 2 are compared. SiPM 1, layout 2, is of type Hamamatsu S13360-1350PE.
All further SiPMs are of type Hamamatsu S12571-050P.
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8.1. Darknoise quantification and optimal threshold estimate
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Figure 8.4.: Charge spectra of SiPMs of type S13360-1350PE in darkness as a function of ADC count. The
spectra include data taken within one hour. A trigger threshold of 0.5p.e. is imposed. Peaks
up to 5p.e. are visible. For the increased rate of SiPM 0, please refer to the text.

a measurement time of one hour. The trigger rate is given in units of ADC count. The peaks
corresponding to the number of cell breakthroughs are visible up to 5p.e. Deviations in the positions
of the peaks correspond to small deviations in the gain and in a small shift in the baseline for each
SiPM. An average trigger rate of 100kHz is determined as expected according to datasheet values
given by Hamamatsu. Again, for SiPM 0 an increased trigger rate is apparent while no difference
in the gain or the crosstalk probability can be identified.
So far in the research field of astroparticle physics, the most prominent experiment based on light
detection by SiPMs is the FACT (the First G-APD Cherenkov Telescope) telescope in La Palma [187].
It has not only proven the stability of SiPM performance over several years [188] but has also shown
the capability to extract important characteristics of SiPMs from their dark count spectrum [189].
Therefore, on the presented darknoise spectra in figure 8.4 an analysis is performed which follows
the approach presented by the FACT collaboration. It is based on the assumption that each charge
spectrum of a SiPM can be described as a sum of normal distributions weighted with a modified
Erlang distribution Pn [189]. The approach has been already successfully applied to the darknoise
spectra measured by units of layout 1 as presented in [165].
The modified Erlang distribution

Pn = c ·
(n q)n−1

[(n− 1)!]ν
with q = p · e−p (8.8)

depicts the probability that a single cell breakthrough due to thermal noise triggers a chain of
correlated noise events resulting in various cell breakthroughs n. It is based on the Erlang exponent
ν, the probability p and a normalization parameter c chosen such that

∞
∑

n=1

Pn = 1 . (8.9)

The normal distribution of each number of cells triggered, n, is defined by

fn(x) =
exp

�

−1
2

�

x−xn
σn

�2�

Æ

2πσ2
n

, (8.10)
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Figure 8.5.: Charge spectrum of SiPM 1 of type S13360-1350PE in darkness as a function of ADC count.
The spectra includes data taken within one hour. A trigger threshold of 0.5p.e. is imposed.
Peaks up to 5p.e. are visible. By a fit of a sum of normal distributions weighted with a
modified Erlang distribution important quantities of the SiPM can be determined as the gain
or the crosstalk probability of only 3%.

whereby

xn = x0 + n · G and σn =
Ç

nσ2
pe +σ

2
el . (8.11)

The position of the peaks xn in ADC count is determined with respect to the baseline or pedestal
peak position x0 and increases linearly with gain G. The width of the normal distribution σn takes
additional noise components as the electronics noise σel and small deviations of the charge re-
leased at each cell breakthrough σpe into account. Both components are assumed to be Gaussian
distributed and result in a broadened peak for each photon equivalent. While the electronics noise
is the same for each photon equivalent, the fluctuations on the charge increase linearly with the
number of cells triggered, n. The amplitude of each peak is decreasing, with A1 p.e. being the am-
plitude of the first p.e. peak.

By a fit of the combined function f (x) = A1 p.e.
∑∞

n=1 Pn · fn(x) several important characteristics
of the SiPM can be studied:

• the multiplicity N corresponding to the average number of cells triggered N =
∑∞

n=1 n · Pn,

• the gain G depending on the corresponding SiPM type and on its state given by the ambient
temperature and the applied overvoltage,

• the crosstalk probability pcross = 1− P1,

• the conversion of ADC count into the unit of photon equivalent based on the baseline shift x0
and the determined position of each peak xn.

The second correlated noise effect of SiPMs, the afterpulsing, cannot be separately identified by the
model. As nowadays SiPM types have an afterpulse probability of ≤ 1%, it is of minor importance
but will result into an additional broadening of the peaks. The effect will thus be included in the
determined σn.
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8.1. Darknoise quantification and optimal threshold estimate

An example of a performed fit to a darknoise spectrum is depicted for SiPM 1 in figure 8.5 in
red with parameters p = 0.02, ν = 0.55, A1 p.e. = 1.86 · 103 and σpe = 0.08, σel = 10.74. The
following quantities of the SiPM are derived by the fit: the crosstalk probability pcross ≈ 3%, the
average number of triggered cells N = 1.03 and a gain of G = 57.25 ADC count. Compared to
the SiPM type S12571-050P used in units of layout 1 as presented in [165], a strongly reduced
crosstalk probability (pcross ≈ 28.7%→ 3%) can be confirmed as already stated in the datasheet of
Hamamatsu. Likewise, the average number of triggered cells is reduced (N = 1.46→ 1.03) as less
neighbors are triggered during the avalanche breakdown of a single cell.

8.1.3. Signal spectrum of minimum ionizing particles

The signal charge spectrum of SiPMs connected to a tile is a convolution of noise or background
events, events of single atmospheric muons, and air shower candidates (several particles traverse
one unit simultaneously). While at small charges the darknoise of SiPMs is dominating, at medium
charges the signal of atmospheric muons corresponding to the signal of MIPs will strongly con-
tribute.

Before presenting the investigations of the MIP charge spectra of all 16 units, important general
information about the representation of this data is discussed.

High gain - Low gain cross calibration

The readout electronics provide a measure for the integrated signal per detector unit and event.
The charge is registered for two different gain settings corresponding to high and low gain of the
EASIROC slow shapers. These signals are given in units of ADC count. A calibration between both
scales is needed to allow for a detection over the complete desired dynamic range of the signal
ranging from one up to hundreds of MIPs. The high gain regime is dedicated to measurements of
the charge spectrum containing the MIP peak as monitoring device for the detector response. By
this spectrum also a continuous monitoring of the gain is possible if the individual p.e. peaks are
apparent. The low gain regime is important for the detection of extensive air showers and no single
p.e. resolution is necessary. A calibration method has been developed by L. Middendorf [165]. It
allows for a conversion of the low gain signals into the corresponding high gain signal scale. If a
scale is given in ADC count without an additional specification of the gain regime (HG - high gain,
LG - low gain), the described interpolation is used for the corresponding data.

The importance of the MIP peak

The position of the maximum of the atmospheric muon spectrum, called the MIP peak is referring
to the most probable value for the signal for one MIP traversing the unit.
The width of the peak is defined by deviations in the signal of single MIPs traversing the unit.
Possible reasons are deviations in the energy deposit due to different paths of MIPs inside the tile
(vertical or inclined) and due to inhomogeneities in the scintillator tile as well as deviations in
the detection and collection efficiency of the further optical components. For example, inclined
muons may be edge-clipping. These muons are not traversing the complete thickness of the unit
and deposit less energy in the material. If the track of an inclined muon is completely contained,
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the particle deposits more energy in the material compared to a vertical muon due to its increased
path in the unit. The increased track length l is given by

l =
dunit

cos(θ )
(8.12)

⇒ Sadc, max⊥ =
Sadc, max

cos(θ )
, (8.13)

whereby the thickness of the unit dunit = 0.5mm is the track length of a vertical muon in the
presented tile and θ is the incident angle with respect to the unit normal. The signal yield of a scin-
tillator tile achieved by a crossing muon is∝ l. Thus, this can be translated to the deposited signal
of a vertical MIP Sadc, max⊥ compared to the signal Sadc, max for an inclined muon. Both scenarios
lead to a broadened MIP spectrum. A broadened distribution may thus indicate an increased ratio
of inclined to vertical muons.
Furthermore, the peak-to-valley ratio between the minimum before the MIP peak and the height at
the MIP peak maximum contains information about deviations from the energy deposit by vertical
muons. For a pure muon sample, a clear minimum is expected. For an increased background or
noise rate the height of the minimum will increase and the ratio will be strongly reduced.
The latter is less present in the performed measurements as would be expected for example in an
alternative setup located in the Argentinian Pampa at the Pierre Auger Observatory. Aachen is lo-
cated at an altitude of 173m, therefore a large fraction of the electromagnetic component in an
air shower will be already absorbed by the atmosphere. If units are measured in a building, the
material surrounding the detector absorbs further amounts of the electromagnetic particles but also
the muon rate will be reduced. The lab, in which the measurements are performed, is located in
the first floor of the physics department with four levels above and several walls between the lab
and the outside of the building to each side. Therefore, only a minimal impact by electromagnetic
component of air showers is expected for those studies.

Interpretation of the signal scale

The amount of ADC count for the integrated signal per detector unit has to be translated to a
common scale for all units. Thereby, comparisons between different measurement setups of the
same detector but also between different experiments are enabled. The detector studied in this
thesis is designed for the determination of the number of muons in air showers. As these particles
provide a unique response while traversing the detector, the intended scale is the response of the
detector to a single MIP unbiased by the actual unit traversed. Therefore, all characteristics of the
individual detector components have to be included. First, the measured signal given in unit of ADC
count, Sadc, is translated to a signal given in units of photon equivalent, Sp.e. The conversion factor
is the gain G of the SiPM under study. The resulting scale includes thus different characteristics of
each SiPM installed and can be calculated according to

Sp.e.(T ) =
(Sadc − Sadc, pedestal(T ))

G(T )
. (8.14)

Therefore, the actual gain G and the pedestal position Sadc, pedestal have to be determined with the
help of the peak structure of the charge spectrum. As these quantities may be temperature depen-
dent, the ambient temperature T has to be taken into account to allow for a universal conversion.
In the scope of the MiniAMD demonstrator, a detailed investigation of the temperature dependence
of the signal is performed (cf. chapter 9). As a further step, the scale should compensate for de-
viations in the characteristics of the individual scintillator tile and of the wavelength shifting fibre.
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Figure 8.6.: The charge spectrum comprises several components. In the low signal regime, the baseline
contribution or pedestal, Sadc, pedestal(T ), dominates. The position of the peak defines the zero
position of the scales in units of p.e. and MIP. The pedestal is followed by the SiPM darknoise
component. Ideally, for medium signals the MIP peak dominates. The position of the maximum,
Sadc, max(T ), refers to the most probable value of the signal yield for a MIP particle passage.
The MIP peak can be concealed by background events which are not presented in this sketch.
However, it depicts an asymmetric tail to higher signals. A change in the slope of this tail
indicates an additional component of high signal events as e.g. multiple particles traversing per
event.

The corresponding scale allows for a description of the signal in units of MIP, SMIP. Therefore, the
MIP charge spectrum of each unit is determined. By fitting a function to the measured charge spec-
trum, the position of the maximum of the MIP peak Sadc, max is determined. The conversion factor
is referred to as cMIP in the scope of this thesis. A sketch of the different components included in a
signal charge spectrum is presented in figure 8.6.

SMIP =
Sadc − Sadc, pedestal(T )

cMIP(T )
(8.15)

whereby (8.16)

cMIP(T )≡ Sadc, max(T )− Sadc, pedestal(T ) . (8.17)

A pure muon sample should be chosen to determine the signal response of each unit to muons. As
achieving a pure sample is challenging for a single unit, coincident measurements of stacks of de-
tector units are preferred for studying the MIP peak. An aluminum support structure for the vertical
stacking of up to eight units has been designed by the mechanical workshop of the institute. This
shelf allows for studies, e.g., of the detection efficiency. The vertical distance between two units is
15 cm. The shelf has been mainly used for further measurements of the units of layout 1, please
refer for more details to [165]. A photo of the shelf is shown in figure 8.7.

A stack of units measured in coincidence allows for the determination of the average light yield
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Figure 8.7.: The shelf allows for a vertical arrangement of up to eight units. Shown in the photo are units
of layout 1. Each scintillator tile is read out by an optical waveguide ending at a common
SiPM carrier board. The DAQ electronics is hidden below a protective aluminum board at the
bottom.

of individual units. For the study of the distribution of the light yield along the scintillator tile,
measurements of the detector embedded in a muon tomograph are performed. It provides spatial
resolution. The results are presented in section 8.4.

Light yield of the scintillator units measured in coincidence

The average light yield of detector units is first measured in the lab, expecting only a minor im-
pact by the electromagnetic component of air showers. The detection of such background events
is strongly reduced by measuring with several units in coincidence. Therefore, the 16 units are
studied in packages of eight units in the shelf.
The ambient temperature of the measurements presented for units 0-7 is (26.86± 0.15) ◦C, while
for units 8-15 the average temperature is (27.05± 0.40) ◦C. For both measurements, only minor
fluctuations in the spectrum quantities due to temperature are assumed. An exemplary charge spec-
trum of unit 13 is shown in figure 8.8. The spectrum includes events at which four random units
(also possibly including the unit of interest) out of the eight units in the shelf are above the dis-
criminator threshold of 0.26 V or 2.5p.e. Unit 13 is read out regardless of its own trigger condition.
Noise events are apparent in the low signal region, whereby the first peak corresponds to electronic
noise. The position of this peak is determined by a fit of a Gaussian distribution and defines the zero
position of the scales in units of p.e. and MIP. The imposed discriminator threshold introduces a
sharp dip after the pedestal. The single p.e. peaks, arising after this minimum, are fitted by a sum of
normal distributions with correlated distance between individual peaks corresponding to the gain.
The peak-to-valley ratio is 2. The MIP peak is fitted for comparison by a log-normal distribution as
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Figure 8.8.: Normalized charge spectrum as a function of ADC count and as a function of the signal in
MIP for unit 13 (layout 2, SiPM type S13360-1350PE). The spectrum includes events where at
least four random units in a stack of the eight units are above the trigger threshold of 0.26V or
2.5 p.e. with a measurement time of 12 hours. Therefore, the charge spectrum contains events
at which the unit is above threshold as well as randomly read out signals while other units
registered an event. Five individual fits are depicted, the pedestal peak (green), the single p.e.
fit (blue) and a MIP peak fit by a log-normal (red), Gaussian (rose) and a Landau distribution
(dark red). For more information, please see text.

well as by a Landau (cf. equation 5.1), and by a Gaussian distribution limited around the maximum
determined by the log-normal fit. The log-normal distribution describes thereby a random variable
X if the logarithm log X of the variable is normally distributed.
The p.d.f. of the asymmetric distribution is given by

f (x |m, s) =
1

xs
p

2π
exp

�

−
(ln x −m)2

2s2

�

, x > 0 (8.18)

with m ∈ R and s > 0.
The maximum of the MIP peak is defined by the mode em−s2

of the log-normal distribution

Sadc, max = em−s2
. (8.19)

This maximum (cf. equation 8.19) is comparable to the mean of the Gaussian fit, but the lognormal-
distribution provides in general a better description of the skewed peak and is therefore preferred.
However, the sigma of the distribution (indicating the width) is additionally given for the Gaussian
fit. The physically motivated Landau fit has a systematic tendency to lower peak positions. It re-
sults in too large predicted values for the tail on the right side of the peak, while both Gaussian
and log-normal distribution predict smaller values than the measured spectrum. A summary of all
determined spectrum parameters of the studied detector units is given in table 8.2. The light yields
are ranging from 18.75 to 28.30 p.e. per MIP with an average light yield of (23.67 ± 2.47) p.e.
per MIP and a maximum deviation of 34% from the average light yield. The large range can be
explained by deviations in each component of the handmade units. The polishing, the mirroring,
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Unit
num-
ber

gain G in ADC
count / p.e.

pedestal
position

Sadc, pedestal in
ADC count

light yield in
p.e.

log-normalp
variance in

MIP

gaussian sigma
in MIP

0 57.52 ± 0.05 925.30 ± 0.05 18.75± 0.05 0.446 ± 0.003 0.382± 0.006

1 57.29 ± 0.03 927.27 ± 0. 05 25.77± 0.08 0.403 ± 0.004 0.359± 0.009

2 58.07 ± 0.03 924.82 ± 0.05 24.50± 0.09 0.420 ± 0.004 0.377± 0.010

3 57.33 ± 0.03 919.39 ± 0.04 25.19± 0.09 0.413 ± 0.004 0.371± 0.009

4 58.00 ± 0.03 925.52± 0.05 23.90± 0.09 0.442 ± 0.005 0.393± 0.010

5 57.44 ± 0.03 922.73 ± 0.05 22.76± 0.07 0.437 ± 0.004 0.371± 0.008

6 58.64 ± 0.03 925.21 ± 0.05 23.18± 0.08 0.431 ± 0.004 0.380± 0.009

7 57.51 ± 0.04 922.71 ± 0.05 25.90± 0.08 0.376 ± 0.004 0.350± 0.010

8 57.82 ± 0.02 930.01± 0.03 22.35± 0.03 0.439 ± 0.002 0.382± 0.004

9 57.81 ± 0.02 925.76 ± 0.03 21.78± 0.03 0.447 ± 0.002 0.390± 0.004

10 58.54 ± 0.02 928.53 ± 0.03 20.27± 0.03 0.406 ± 0.002 0.394± 0.004

11 57.30 ± 0.02 917.90 ± 0.02 28.30± 0.05 0.364 ± 0.002 0.306± 0.004

12 59.27 ± 0.03 924.22 ± 0.02 20.47± 0.03 0.418 ± 0.002 0.307± 0.003

13 58.37 ± 0.02 926.57 ± 0.03 26.92± 0.05 0.393 ± 0.002 0.364± 0.005

14 59.01 ± 0.02 924.62± 0.03 24.66± 0.04 0.418 ± 0.002 0.344± 0.005

15 58.15 ± 0.02 924.71± 0.03 23.83± 0.04 0.428 ± 0.002 0.362± 0.004

all 58.03 ± 0.60 924.71± 2.95 23.67± 2.47 0.400 ± 0.076 0.368± 0.021

Table 8.2.: Summary of important charge spectrum quantities determined by fits at the spectrum of all
studied units of layout 2. Uncertainties given for each individual unit are the fit uncertainties
provided by ROOT. As average quantities the mean and standard deviation are given.

and the overall status of the WLS fibres have a large impact as shown by measurements presented
in appendices I and J. Also the wrapping of the tiles or the placement of the SiPM at the tile edge
may deviate. As discussed, the average light yield is shifted according to the actual acceptance
angle for muons (cf. equation 8.13). Taking four units into account limits the zenith angle, so that
the determined signal yield is comparable to a vertical MIP scenario. This is confirmed by the mea-
surements with an external muon tomograph presented in section 8.4. If the four-fold coincidence
is required to include the unit under investigation, all noise events in the spectrum are eliminated.
Only the MIP peak is apparent. The normalized MIP charge spectra for all units are compared in
figure 8.9. For the first eight units, a measurement time of three hours is accumulated. For the
second eight units, 12 hours measurement time is included. The enhancement of the statistics is
visible by the improved delimitation between the individual p.e. peaks up to 20 p.e. All spectra
are comparable except of the average light yield. SiPM 0, which depicted an increased darknoise
rate, has a comparable distribution of the charge. As this SiPM depicts the smallest light yield of all
units, a different SiPM is connected to the tile as a crosscheck providing a comparable small light
yield (5% uncertainty on light yield in both directions). All spectra depict beside the MIP peak a

118



8.1. Darknoise quantification and optimal threshold estimate

measurements Tile 0
Tile 1
Tile 2
Tile 3
Tile 4
Tile 5
Tile 6
Tile 7

ADC count
1500 2000 2500 3000 3500 4000 4500 5000 5500

no
rm

al
iz

ed
 ra

te
 / 

bi
n

10
-4

10
-3

10
-2

(a) First stack of units. The spectra include data taken within 3 hours.
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(b) Second stack of units. The spectra include data taken within 12 hours.

Figure 8.9.: Signal charge spectra as a function of ADC count for SiPMs of type S13360-1350PE each
connected to an individual scintillator tile. Only events are included where at least four units
in a stack of eight units including the unit of interest have seen a signal within ≈ 70 ns. An
effective trigger threshold of 0.26 V or 2.5 p.e. is imposed. Spectra are normalized to allow for
a comparisons between different measurement times. Peaks up to 20 p.e. are visible for most of
the units. Exemplary for tile 12, the position of the 20p.e. peak is depicted by a black dashed
line. Deviations in the MIP peak positions result from different light yields of the units. The
expected small deviations in the gain and small shift in the baseline for each SiPM are of minor
impact. A conversion to a common scale in units of MIP is possible by equation 8.17 and table
8.2.
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Figure 8.10.: Estimated coincident rate for false triggers by pure darknoise events in a coincident time
window of 70 ns as a function of effective threshold in V. Different multiplicities m of coincident
SiPMs are shown. Calculations are based on the performed rate scans for SiPMs in darkness,
presented in figure 8.1.

tail to higher values with a different slope than the peak itself. The tail is part of the fluctuations in
the energy deposit of the MIP, but contains also multiple muons traversing a unit, highly energetic
single muons, which are subject to radiative losses, and electrons (cf. chapter 7.3.3).

8.1.4. Average detection efficiency for single atmospheric muons

An important design goal of the unit is a large trigger efficiency for crossing atmospheric muons while
keeping the purity of the sample at an acceptable level. Only darknoise is assumed as source of false
trigger events. The trigger threshold should be chosen such that the trigger rates for atmospheric
muons is smaller or comparable to the darknoise rate. Taking the threshold scans for the darknoise
measurements into account (cf. figure 8.1), the amount of darknoise expected per channel as a
function of the chosen trigger threshold can be extracted. The rate of random coincident triggers
in a gate width w detected by m SiPMs, which measure darknoise with a rate of ri each, can be
roughly estimated according to

Rm = m ·wm−1
m
∏

i=1

ri . (8.20)

The formula corresponds to the special case of the number of detector units under study being equal
to the multiplicity imposed. In figure 8.10, the estimated rate of random coincident triggers for dif-
ferent imposed multiplicities m of SiPMs is shown. The rate used for the calculation is based on the
average rate and on its deviation which are determined by the rate scans of all studied SiPMs4 as
presented in figure 8.1. The gate width w is in the order of 70 ns [165]. For a multiplicity of three
SiPMs, the darknoise component becomes comparable to the signal trigger rate of 10 Hz for an ef-
fective threshold of 0.08V. This is only valid in the studied temperature regime, as the darknoise
rate is increasing with temperature. For the determination of the detection efficiencies for signal,
two groups of eight detector units of layout 2 are studied in the shelf5. The basic idea is again to

4except of channel 0 as it shows a much larger darknoise rate than the other SiPMs
5These units will be part of the MiniAMD modules discussed in the following chapter 9.
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use the stacked units as coincident measurement system without the need of an external detector.
For each individual unit, the further units of the stack can be used to decide if a muon has crossed
the unit of interest. The trigger efficiency is then determined by the ratio of the events where the
unit has exceeded a required trigger threshold to all events in which a muon should have passed
the unit. The method has been successfully applied to the units of layout 1 as presented in [165].
While performing a threshold scan with a discriminator threshold common for all SiPMs, the num-
ber of units included in the multiplicity trigger must be adapted. As for low effective thresholds
the darknoise will dominate the trigger rate for a too weak multiplicity trigger criterion (cf. figure
8.10), the efficiency may be altered by falsely detected darknoise events. Therefore, a stricter hard-
ware multiplicity trigger has to be chosen in this discriminator threshold regime.
Besides the hardware trigger requirements, additional criteria have to be fulfilled for the associated
analysis:

• To allow for the study of the trigger efficiency of a unit, the trigger decision is not allowed
to be based on the unit in question. This imposes that for a hardware multiplicity trigger m
and a trigger in the unit in question, at least m+ 1 units have to exceed the threshold in the
analysis.

• To select mainly muons for the sample, at least one unit above and one unit below the studied
unit have to exceed the threshold. As this requirement cannot be fulfilled by the uppermost
and lowermost units, the order of the units is shuffled to allow for the study of all units.

• A more strict cut on the multiplicity as required for the hardware decision may be needed
for the analysis to achieve a pure muon sample. If darknoise events are still present, the ap-
parent trigger efficiency is reduced. The random coincidences in the trigger units provide an
overestimated number of muons which should have been detected by the unit under observa-
tion. Darknoise influenced events can be events with only darknoise triggers in coincidence.
Also muons which traversed several units but are accompanied with darknoise events in fur-
ther units of the stack can be present. Alternatively, darknoise events may result in a slight
overestimation of the detection efficiency. They artificially enhance the signal yield if a ran-
dom coincidence with a passing muon occurs. However, as the tile under study is read out
regardless of its own trigger condition and the EASIROC provides the integrated signal, this
darknoise effect is assumed to be of minor importance.

The temperature at the SiPMs during the measurements is stable between 26 and 27 ◦C.
The trigger threshold is varied between [890,150]DAC count with steps of 20 DAC count or ex-
pressed as effective threshold between [0.04,1.17]V. The hardware multiplicity trigger is chosen
as four-fold coincidence between [0.04,0.12]V, as three-fold coincidence for an effective thresh-
old of 0.14 V and is relaxed to a two-fold coincidence for all larger values. For each threshold, an
event sample is collected with a measurement time of one hour per data point. In figure 8.11a, the
trigger efficiency according to the hardware multiplicity trigger and the additional requirement of
a triggered unit above and below the unit under investigation is shown. Clear jumps are visible in
the trigger efficiency scan at each relaxing of the multiplicity hardware trigger criterion. They are
introduced by darknoise events passing this trigger. They reduce the apparent trigger efficiency by
up to 40% in the most extreme case in the low threshold regime. Events are less influenced for
larger thresholds as the darknoise spectrum is steeply falling with the threshold. This structure is
also apparent in the number of events detected for different trigger thresholds (cf. figure 8.12a). A
smooth transition is expected for a pure data sample, slowly decreasing with increasing threshold.
To remove the bias by the darknoise events on the trigger efficiency of the units for atmospheric
muons, the multiplicity trigger is tightened for the analysis to a five-fold coincidence. Shown in
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(a) The hardware multiplicity trigger is adapted to the imposed trigger threshold to suppress most of the
random coincidence triggers introduced by darknoise events. For low thresholds up to 0.12V, a four-fold
coincidence is required. For 0.14 V, a three-fold coincidence is chosen, which is relaxed to a two-fold coin-
cidence for all larger thresholds.
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(b) A five-fold coincidence is required for all thresholds.
Tiles 0 - 7 are shown.
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(c) A five-fold coincidence is required for all thresholds.
Tiles 9 - 14 are shown.

Figure 8.11.: Trigger efficiency for units of layout type 2 as a function of the effective threshold in V. Each
data point represents a data sample with a measurement time of one hour. For the event
selection eight units are combined in a stack. The unit under study is not included in the
trigger decision. See text for discussion.
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(a) A four-fold coincidence of the other units is used for event selection for low threshold values
(< 0.12V), a three-fold coincidence for a medium threshold (0.14 V) and a two-fold coincidence
for all higher effective thresholds. The thresholds, at which the multiplicity condition is relaxed,
are clearly visible as a step in the event count.
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(b) A five-fold coincidence is required for all thresholds. The event rate is flat for thresholds
above 0.1V but with deviations between different units by a factor up to 1.5.

Figure 8.12.: Number of events detected by the first eight units of layout type 2 as a function of effective
threshold. The unit under study is not included in the trigger decision. Each data point
represents a data sample with a measurement time of one hour. See text for discussion.
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figures 8.11b, 8.11c and 8.12b are the now smooth trigger efficiency and number of events passing
the cut as a function of the trigger threshold.
A stable, average trigger efficiency of around 98 − 99% is visible in the main regime of effective
threshold for all units. For small effective thresholds, still a decrease of the trigger efficiency of all
units due to darknoise events is apparent.
For large effective threshold values (> 0.7V) a suppression of the signal sets in. Thereby, a devia-
tion in the onset of the suppression is determined. Units with a reduced light yield provide a worse
signal-to-noise ratio and are earlier affected.
The number of events is, as expected, slowly decreasing with increasing threshold for > 0.1 V.
Poisson statistics is used to determine the uncertainty on the number of events triggered by a unit un-
der investigation. The uncertainty on the detection efficiency is derived using the Clopper-Pearson
interval, obtained by ROOT, and represents the 68% confidence level.
Small deviations in the relative placement of detector units may influence the trigger efficiency.
The area and the angular acceptance allowed for muons change for units, which are not correctly
aligned to each other. These deviations can be studied by an intentional misplacement of units.
Therefore, unit 4 is shifted by 1 cm in x- and y-direction with respect to the optimal position in the
stack. The trigger efficiency is reduced by 6% for unit 4. The shifted position influenced also the
neighboring units, 3 and 5, as the requirement of a unit triggered above and below is harder to
fulfill. Their efficiency is reduced by 2.5%.
The measurement setup is subject to further systematic uncertainties as events may be included
which are introduced by multiple, simultaneously arriving muons or by random noise triggers as
radioactivity in the surrounding air. A study by an external detector with spatial resolution in co-
incidence would allow to improve the determination of the trigger efficiency as events with single
atmospheric muons can be selected. Therefore, a further measurement setup at a muon tomograph
is used to study the trigger efficiency of all 16 units (cf. section 8.4).
All 16 units demonstrate within the scope of this measurement a trigger efficiency better than 98%
for atmospheric muons over a large range of discriminator thresholds. This indicates also an ex-
cellent application as a detector of cosmic ray induced extensive air showers and as an external
detector for characterization studies of other detector setups.

8.2. Study of the photon arrival time distribution

A further important quantity predicted by simulations is the extended photon arrival time for a
passage of a single muon. It is presented in figure 7.8b on page 94 in chapter 7.3.2.3. A Monte Carlo
(MC) simulation, based on measurements, is now used to verify the predicted width of the simulated
arrival time distribution of ≈ 10 ns. In the first instance, the basic principle of the approach is
explained, followed by the presentation of the measurements and the MC study. First, the 1p.e.
pulse shape is determined. It will be used as a template for the response of the SiPM to a single
photon. Based on this template, the response for multiple photons arriving at the SiPM can be
approximated. Therefore, the responses of each photon will be added up to a trace. The photon
arrival time follows the simulated arrival time distribution presented in chapter 7.3.2.3. In addition,
a trace is simulated where the arrival time of each photon is the same, corresponding to a delta
distribution. Those traces are compared to measured traces of muon passages containing the same
number of photons as in the simulations.
To extract the 1 p.e. pulse shape, an oscilloscope is used to study the pure SiPM voltage traces6. In
figure 8.13a, a screenshot from the oscilloscope for the SiPM of type S133650-1350PE connected to
a unit of layout 2 is presented. The trigger is set to be below 1p.e. The color of the measured traces

6The default readout electronics provide only an integrated value of the charge (cf. chapter 6.2.2).
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8.2. Study of the photon arrival time distribution

(a) Oscilloscope view of the measured SiPM signal. Each
grid cell corresponds to a time of 10ns and a voltage of
10 mV. The color refers to the amount of traces triggered.
The pulse shape in red corresponds to the 1 p.e. and
the pulse shape in green to the 2 p.e. pulse. For higher
amount of photons, a continuum of traces is visible.
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(b) A measured single p.e. pulse is fitted by a function
f (t), which comprises a sum of two exponentials with a
fast and a slow component (cf. equation 8.21). The rising
edge is shaped by a hyperbolic tangent. The pulse shape
is used as base of the Monte Carlo simulation for particle
passages.
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(c) Comparison of two different SiPM traces. In pink, the
simulated 25 p.e. distribution is presented assuming all
photons to arrive simultaneously. In green, an exemplary
simulated 25 p.e. distribution is presented assuming the
photons to arrive according to the simulated photon ar-
rival time distribution shown in figure 7.8. For both sim-
ulations, the response of each photon hit is described by
the measured single p.e. pulse (cf. figure 8.13b).
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(d) Comparison of two different SiPM traces. In blue, a
measured 20 p.e. distribution is presented. In green, an
exemplary simulated 20 p.e. distribution is presented as-
suming the photons to arrive according to the simulated
photon arrival time distribution shown in figure 7.8.

Figure 8.13.: Measured and simulated SiPM traces are shown as a function of time in ns.

125



Chapter 8. Performance measurements of unit prototypes

refers to the amount of traces triggered (red→ blue corresponds to high→ low trigger rates). The
1p.e. pulse is depicted in red, corresponding to thermal noise events. The 2p.e. pulse is visible in
green, corresponding to crosstalk events. For higher p.e. values a continuum of traces is apparent
with individual distributions and signal yields, corresponding to the passage of particles. In figure
8.13b, an exemplary measured trace of a 1 p.e. pulse is shown as a function of time in ns. To extract
the pulse shape, a function of the form

f (t) = tanh(t + scale) ·
�

ec1+s1·t + ec2+s2·t
�

(8.21)

is fitted onto the data. The sum of exponentials describes the decay with a fast and a slow time
constant, s1 and s2, respectively. Two constants c1 and c2 allow for a smooth transition between
both exponentials. The hyperbolic tangent modulates the steep increase up to the maximum peak
corresponding to the fit parameter scale. Based on the knowledge of the SiPM response to an
individual photon, the response to muon passages is approximated. In figure 8.13c, two simulated
25p.e. SiPM signals are presented. First, the signal is simulated by assuming that all photons
arrive simultaneously (delta distribution) and by adding up all individual pulses. As expected,
the resulting shape can be described as a scaled version of the single p.e. pulse and depicts a
steep rising edge. For comparison, the simulated photon arrival time distribution (cf. figure 7.8b)
is used to simulate the multi-photon response. The signal is reminiscent of a mountain. Due to
the individual arrival times, the shape is broadened and the maximum reached voltage amplitude
is strongly reduced. This shape is well in agreement with measured traces containing about the
same amount of photons. One example of a measured and a simulated SiPM trace, both including
20p.e. in the event, is shown as a function of time in ns in figure 8.13d. Under the assumption of
an extended time distribution, the simulated measurement curve fits the measurements very well.
This is an important indication that the simulation well describes the response of the unit to particle
passages. In any case, the alternative hypothesis that photons simultaneously reach SiPM can be
excluded.

8.3. Self-triggered scintillator unit

The determination of the MIP peak of a single unit without requiring coincidence events with an
external detector or with other units in a stack would allow for its autonomous monitoring and
characterization but is challenging due to darknoise and background events. To investigate sources
of background, several setups are studied:

1. SiPM in darkness with a discriminator threshold of 0.08V or 0.5 p.e.

2. Single unit with a discriminator threshold of 0.08V or 0.5 p.e.

3. Single unit with a discriminator threshold of 0.08V or 0.5p.e. but with a vertical orientation.
Additionally to events by atmospheric muons or darknoise, artificial events induced by energy
deposit of radioactive sources 60Co and 22Na are investigated.

4. Stack of three units. The middle unit is equivalent to layout 2 and is the first detector unit
assembled for test measurements. Therefore, no further unit of this type was available at this
time and the other units in the stack are of layout 1. All units are read out by a common
EASIROC evaluation board, but with the corresponding SiPM carrier board and power supply
unit for each layout. Therefore, all units are operated with a discriminator threshold of 0.26V
corresponding for both setups to 2.5 p.e. Various combinations of those units are used for
coincident measurements and as veto:
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Figure 8.14.: Comparison of charge spectra as a function of ADC count for a SiPM in darkness and the
same SiPM connected to a scintillator unit of layout 2 for different setups. First, the unit
is studied in self-triggering mode. Secondly, the unit is operated in a stack with two units
of layout 1, directly located above and below the unit under investigation. Third, the top
and bottom units are used as veto. A trigger threshold of 0.5p.e. is imposed for the unit in
self-triggering mode and operated in the veto setup. A trigger threshold of 2.5 p.e. is imposed
for the unit operated in the coincidence setup.

• The upper and the lower units are used for coincidence measurements, where the middle
unit is of interest.

• The upper and the lower units are used as veto of events registered in the middle unit
being subject of interest.

• Only either the upper or the lower unit is used as veto of events registered in the middle
unit being subject of interest.

In figure 8.14, the charge spectra of all discussed setups except of the vertically orientated unit
(point 3) are presented as a function of ADC count. As the deviation in the trigger rate is large
between the different spectra, their absolute scales are difficult to compare. Nevertheless, all spectra
shown are normalized to the same measurement time. First, the unit is studied in self-triggering
mode. The MIP peak is hardly visible as the peak-to-valley ratio is small. Compared to the darknoise
spectrum of the same SiPM, it is apparent that the rate blanketing the MIP peak is not a SiPM noise
effect but originates from an additional source. Electronic noise can be excluded as source, as these
events would be also apparent in a darknoise measurement performed with the same electronics
settings and cables. Secondly, the unit is operated in a stack with two units of layout 1, directly
located above and below the unit under investigation. The MIP peak becomes clearly visible in the
coincidence measurements, but is slightly reduced compared to the spectrum of the unit in self-
triggering mode. The total trigger rate of the MIP peak is around 7Hz. This is slightly reduced
compared to the expectation of 10Hz (cf. equation 8.7), but results mainly from the requested
coincidence. The self-triggered unit depicts for a signal above 1800 ADC count a total trigger rate of
16 Hz. Using the top and bottom units as veto, the signal in the region of the MIP peak is reduced but
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Figure 8.15.: Comparison of charge spectra as a function of ADC count for a detector unit of layout 2. The
unit is located in a stack with two detector units of layout 1, directly located above and below
the unit under investigation. First, the spectrum measured in coincidence with the other units
is shown. Secondly, the difference between the spectrum measured in self-triggering mode
and the spectrum measured using the other units as a veto is presented. A trigger threshold
of 0.5p.e. is imposed for the unit in self-triggering mode and operated in the veto setup. A
trigger threshold of 2.5p.e. is imposed for the unit operated in the coincidence setup.

does not vanish while the background rate is unchanged. Thereby, no significant deviation between
a veto comprising both units and comprising only one, top or bottom, unit can be identified. By the
veto, each particle traversing more than one unit is excluded. Such particles would include muons
and other high energetic particles. Furthermore, coincident triggers by a darknoise event and a
muon event are eliminated. As all detector units have the same dimensions, only highly inclined
particles will pass this veto criterion. Candidates for these inclined particles are the products of
radioactive decay in air.
The subtraction of the spectrum, measured using a unit above and below the unit of interest as veto,
from the self-triggered spectrum is compared to the MIP spectrum determined by units operated
in coincidence. The comparison is presented in figure 8.15. While darknoise events are eliminated
by the subtraction, a large part of the background events is still apparent, resulting in a peak-
to-valley ratio of only 1.5. This ratio is slightly worse but comparable to the charge spectrum
presented in figure 8.8. In the region of the MIP peak, a comparable trigger rate as for the MIP
spectrum measured in coincidence is determined. The high signal tail can be well reproduced by
the subtracted ∆-spectrum. However, no strict statement is possible as the different trigger criteria
are biasing the rate. The spectrum measured in coincidence will contain muon events with a higher
energy threshold and a smaller acceptance angle compared to a detector unit in self-triggering
mode.

Energy deposit by radioactive sources

Radioactive sources can be used to investigate the response of scintillator tiles to natural radioac-
tive decays in air, as particles are produced in large quantity and with constant flux. There are
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Figure 8.16.: Comparison of the trigger rate in Hz as a function of HG ADC count for a detector unit of
layout 2 operated in self-triggering mode. Two different radioactive sources, 60Co and 22Na,
are placed next to a vertically orientated tile. The spectra are compared to the spectrum of
the same tile with horizontal orientation. A trigger threshold of 0.5p.e. is imposed.

several groups of natural radioactive isotopes. The major radionuclides of concern are potassium
(40K undergoing beta decay with a maximum electron energy of 1.3MeV or gamma decay with a
maximum energy of 1.5 MeV), uranium (235U, 238U emitting an α-particle), thorium (232Th emit-
ting an α-particle) and their decay products like radon (222Rn emitting an α-particle). Furthermore,
isotopes are produced continuously via nuclear reactions of the particles in cosmic ray induced air
showers with nuclei in the atmosphere. One of the most important radioactive isotope is thereby
radiocarbon, 14C, which undergoes beta decay with a maximum electron energy of 0.16MeV. [190]
For an estimate of the expected trigger rate, a back-on-the-envelope calculation is performed. The
γ-local dose rate in Aachen is stated as Dγ = 0.088µSv/h [191]. The expected trigger rate rγ in the
scintillator tile is

rγ = εtrigger ·
Dγ
〈Eγ〉

·mscint ≈ 3.5Hz . (8.22)

Thereby, mscint = 460.35g is the weight of a scintillator tile, 〈Eγ〉 = 1MeV is the average kinetic
energy and εtrigger = 5% is the expected trigger efficiency of gammas (cf. section 7.3.3). This esti-
mate indicates a non-negligible contribution of radioactive decay products to the background rate
of a self-triggered detector unit.
As the possible natural radioactive background may be a mixture of gamma and beta radiation7,
two radioactive sources having a signature of both radiations are studied. 60Co produces two gam-
mas with energies of 1.17MeV and 1.33MeV, as well as an electron with end point decay energy of
0.31 MeV. It has a half-life of 5.25 years. 22Na has a half-life of 2.6 years and produces during the
decay a gamma with an energy of 1.27MeV and a positron via β+ decay with an end point energy
of 0.543 MeV. The activities are stated as 29.8 kBq and 11.8kBq for the 60Co and 22Na source, re-

7α-particles will not enter the scintillator material through the wrapping
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spectively. The trigger rate introduced by a radioactive source placed next to a scintillator material
will dominate the corresponding signal spectrum while atmospheric muons will have a negligible
impact.
For the test setup, the unit of layout 2 is used in a vertical orientation to reduce muon background.
Placing now radioactive sources in front of a vertically oriented unit, the resulting charge spec-
tra are compared to the spectrum measured by the horizontally orientated unit without artificial
source. The spectra are presented in figure 8.16. The response of the scintillator tile to the radioac-
tive source is covering the complete charge region from the darknoise region up to the decline of
the MIP peak. These measurements hint, that radioactive decays in the air and the surrounding
material may be possible sources of the background events apparent in the charge spectrum of a
self-triggered unit. This additional component leads to an increased trigger rate with respect to
theoretical muon rate predictions. This is already indicated by the signal rate scans (cf. figure 8.2).
Therefore, the characterization of the light yield of a single unit is not possible, while important
SiPM characteristics can be still investigated. For a sufficient study of the MIP peak at least a stack
of two units is needed as will be available in the demonstrator detector MiniAMD introduced in the
next chapter 9.

8.4. Position-resolving measurements of performance

Coincident measurements with a position-resolving external detector at KIT, referred to as a muon
tomograph in the scope of this thesis, allow for the study of the performance of both unit layouts
for single impinging atmospheric muons.
While being a part of the former KASCADE-Grande experiment [25], the tomograph allows to mea-
sure the direction of high-energetic charged particles with a high accuracy of 0.3 ◦ [192]. Detailed
information on the muon tomograph as part of the KASCADE-Grande can be found in [193] while
a general description of the actual setup at KIT is given in [194]. The detector comprises three
identical horizontal levels with a sensitive area of 2× 4 m2. Each registers muons with an energy
¦ 800MeV by streamer tube detectors. Due to their spatial resolution, the three levels can be
used to study the units of layout 1 and 2. The main goal is thereby to determine their response
homogeneity and detection efficiency. Requesting a coincidence trigger in all levels of the muon
tomograph results in a definition of a single particle track. This track is defined by its coordinates
in a given z-layer (with a positional resolution of 1 cm) and its direction. If now a unit is placed
between two detector levels and a readout system combining the responses of the muon tomograph
and of the unit is implemented, it can be checked if a muon has traversed the sensitive area of the
unit and whether the unit has seen a signal in coincidence.
To test the influence of the chosen unit configuration for the light collection, a measurement of both

unit layouts is performed. First, one unit of layout 1 is studied. The unit is located in a light-tight
box (the AMD unit container as presented in [165]) and the WLS fibre is connected to a SiPM by a
short optical fibre with a length of around 1 cm. The SiPM is of the through-hole type S12571-050C
instead of the surface mounted devices in the standard unit layout. To allow for the matching of
events registered by the tomograph and the unit, both have to be read out simultaneously. The sig-
nal of the tomograph is thereby determined via a PicoScope8. As an implementation of the detector
unit response within this already existing readout chain is easier with analog signals, an alternative
DAQ is used to study the unit layout 1. This DAQ provided traces of the SiPM which are integrated
to determine the detected charge.
For the measurement of unit layout 2, 16 units are studied simultaneously. Thereby, a group of
eight units each is located in one module of the detector prototype MiniAMD presented in chapter

8Used is a PicoScope type 6403 which is a mixed-signal oscilloscope [195].
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Figure 8.17.: Photo of the setup at the muon tomograph at KIT, Karlsruhe. Shown are the three layers
of the tomograph. Between the two lower layers, two MiniAMD modules are located. They
comprise in total 16 units of layout 2. Here, both modules are stacked. For the measurements
presented, both modules are placed next to each other at the same level.

9. The designated and presented readout system (EASIROC and power supply unit in chapter 6) is
used. This DAQ provides only a digital data stream. All units are in self-triggering mode requiring
a signal larger than 3.5p.e. threshold for a single unit. The self-triggering rate is 200Hz. However,
the readout of the buffer is only started if a hardware ‘confirm’ trigger from the muon tomograph
was received in a time window of up to 1µs length. Otherwise no ADC event is registered for the
units under study. This allows for a synchronization of both detector setups whereby the readout
is independent on the status of the MiniAMD detector. The confirm trigger is a LV TTL pulse reg-
istered by the FPGA of the EASIROC evaluation board. The trigger is sent by the tomograph if it
has registered a valid muon candidate. The event is valid if it fulfills the requirements of only one
hit in each of the three layers in the tomograph and allows for a reasonable reconstruction of a
track. The setup, here, with both modules of the detector stacked, is shown in figure 8.17. In the
measurements presented both modules are located next to each other.

Position-resolving detection efficiency for single atmospheric muons

The detection efficiency of both unit layouts is expected to be almost independent of the position at
which the unit is traversed by a muon for the chosen trigger conditions. This expectation is based
on Geant4 simulations performed for each setup assuming atmospheric muons presented in chapter
7. The measurements at KIT support these simulations.
In figure 8.18, the efficiency for all 16 units of layout 2 is shown (right). It is defined by the number
of the particle hits detected by the units (middle) divided by the total number of particles which
trigger the muon tomograph (left). All units show a comparable and flat detection efficiency well
above 95% with a steep decrease at the edges. The edges of the units are subject to the position
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Figure 8.18.: Particle distribution and detection efficiency at the z-level corresponding to the position of the
scintillator units of layout 2. The 16 units can be clearly identified. All units demonstrate a
detection efficiency above 95% with a steep decrease towards the edges. No dependency on
the particle position is apparent. A trigger threshold of 3.5 p.e. is imposed.

uncertainty of the muon tomograph.
To increase the statistics, also an analysis on superimposed data of all units is performed assuming
that all units have a comparable response distribution. Therefore, each unit is subdivided in a grid
of 30 times 30 bins corresponding to a unit size of 30 × 30cm2 and a spatial resolution of 1 cm.
As the units have different orientation in a module (cf. figure 9.1 on page 142), the grid for each
unit is rotated such that the position of the SiPM is always located in the same bin (right bottom
corner). While this method allows for an evaluation of the average unit response, influences of
position uncertainties or of clipping muons dominate the outer region of the unit as apparent in
figure 8.19a. Thereby, the response in the two outermost bin rows in each direction can be only
interpreted to a limited extent. While excluding these two outermost rows along each edge, the
fraction of bins with a detection efficiency being greater than 95% is 80% (cf. figure 8.19b). The
uncertainty on the detection efficiency of each bin is determined using the Clopper-Pearson interval,
while a 95% confidence level is imposed. The uncertainty is obtained by ROOT. This uncertainty
is further propagated by a toy MC simulation to the cumulative distribution presented in figure
8.19b. If only the outermost row is excluded, the fraction of bins with a detection efficiency being
greater than 95% is decreased to 70%, while for all rows taken into account, the fraction is further
decreased to 60%. However, an excellent trigger efficiency for the units can be confirmed as stated
by simulations (cf. figure 7.5) and measurements of the detector units in a stack (cf. figure 8.11).
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Figure 8.19.: Detection efficiency determined by the superposition of all 16 units. Each unit is divided in
a grid of 30 × 30 bins and is rotated such that the SiPM is located in the same bin in the
right bottom corner. While excluding the two outermost rows along each edge 80% of all bins
provides a detection efficiency better than 95%.

Detection efficiency of both modules

The same measurement setup is used to study the detection efficiency of the later presented Mini-
AMD demonstrator (cf. chapter 9). Here both modules are located on top of each other as presented
in figure 8.17. A unit in the upper module in combination with the unit at the same location in the
lower module is defined as a stack. A coincident trigger of the muon tomograph and of one Mini-
AMD stack is required. A MiniAMD stack is triggered if the signal in both units in the stack exceeds
a trigger threshold of 3.5p.e. Each unit is subdivided in a grid of 30 times 30 bins. The detection
efficiency is determined for each bin individually. The two outermost rows along each edge of each
unit are not taken into account. Two scenarios are studied. For both, a trigger of the entire stack
of the MiniAMD detector is requested. First, only events are considered in which a muon traversed
both units in a stack. Secondly, all events are considered in which a muon traversed the lower unit
in a stack. For the latter, the resulting detection efficiency includes the lowered geometrical ac-
ceptance due to the requested trigger in a stack and the corresponding limitation of the maximum
incidence angle. Both scenarios are presented in figure 8.20. Presented is the cumulative distribu-
tion of the fraction of bins of a unit in a stack with a value being greater than a requested detection
efficiency. The uncertainty on the detection efficiency of each bin is determined using the Clopper-
Pearson interval, while a 95% confidence level is requested. The uncertainty is obtained by ROOT.
This uncertainty is further propagated by a toy MC simulation to the cumulative distribution. For
comparison, the average detection efficiency of a single unit is determined to 0.95±0.10 (cf. figure
8.19b), of a stack to 0.90±0.16 (cf. figure 8.20) and of the lower unit in a stack to 0.82±0.19 (cf.
figure 8.20).
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Figure 8.20.: Detection efficiency of a MiniAMD stack determined by the muon tomograph. Presented is
the fraction of bins with a value greater than the requested detection efficiency. Two scenarios
are compared, see text for discussion. Each unit is divided in a grid of 30 × 30 bins. The
events of all units are stacked. The two outermost rows along each edge of a unit are not
taken into account. The uncertainty on the detection efficiency of each bin is determined using
the Clopper-Pearson interval, while a 95% confidence level is requested. The uncertainty is
obtained by ROOT. This uncertainty is further propagated by a toy MC simulation to the
cumulative distribution. A trigger threshold of 3.5 p.e. per unit in a stack is imposed.

Vertical MIP determination

Each detector unit depicts an individual light yield for a traversing muon. To allow for a compar-
ison, the response of each detector unit in ADC count has to be converted into a common scale
in MIP. Therefore, for each detector unit the charge spectrum as a function of ADC count is inves-
tigated. Exemplary, spectra for unit channel 3 are presented in figure 8.21. In figure 8.21a, the
spectrum including all events regardless of the unit trigger status is shown. Electronic noise events
are apparent in the first peak, the pedestal. In figure 8.21b, the spectrum, which includes only
events exceeding the imposed discriminator threshold of 3.5p.e., is presented. The MIP peak is
dominant. The conversion into the common scale in MIP is performed according to equation 8.17.
A Gaussian distribution9 is fitted to the spectrum. A mean of (1.01 ± 0.02)MIP and a width of
(0.32 ± 0.02)MIP is determined. Additionally, a log-normal fit (cf. equation 8.18) is performed.
With a maximum of (0.98 ± 0.04)MIP, the result is well compatible to the fit of a Gaussian dis-

9limited in a range of (1.0± 0.3)MIP
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signal / MIP

nu
m

be
r o

f e
ve

nt
s

measurement
SiPM 3, measurement

lognormal fit: µ=0.08, σ=0.31, mode=0.98  

Gaussian fit: mean=1.01, σ=0.32 

0 0.5 1 1.5 2 

1 

10 

10 2
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Figure 8.21.: Absolute signal spectra, exemplary for unit channel 3. Shown is the number of events as a
function of the signal height.
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(b) The azimuth distribution peaks at 0 ◦,±90 ◦ and±180 ◦.

Figure 8.22.: Angular distribution of events detected by the muon tomograph. Shown is the number of
events as a function of the azimuth angle φ in degrees and as a function of cosθ with zenith
angle θ .

tribution. As the muon tomograph allows for the reconstruction of the muon track, not only the
position but also the direction of the muon can be determined. The angular distributions of zenith,
cosθ , and azimuth, φ, of all events detected by the muon tomograph are shown in figure 8.22.
In the azimuth distribution four preferred directions can be identified at φ = 0 ◦,±90 ◦ and 180 ◦.
They result from the geometry of the muon tomograph. The zenith distribution peaks at cosθ = 1.
A vertically equivalent MIP signal, MIP⊥, can be calculated by multiplying the signal in MIP with
cosθ of the reconstructed track shown in figure 8.21c. The vertical MIP peak has its maximum at
Sadc, max⊥ = (0.87±0.01) ·Sadc, max and a width of (0.20±0.01)MIP. The value allows for a simple
comparison of the presented detector with other detector layouts, since it is not influenced by the
acceptance angle of individual detector configurations. Alternatively, the MIP spectra for different
zenith angle bins can be studied. The signals detected by each individual detector unit are con-
verted into the common MIP scale. These signals are accumulated in one common MIP spectrum
for all detector units per zenith angle bin. The light yield Sadc, max is determined by a fit to the cor-
responding MIP peak of each spectrum. The position of the maximum is expected to decrease with
increasing cos(θ ) as muons have a longer pathlength inside the scintillator tile for larger angles
(cf. equation 8.13). In figure 8.23, the light yield Sadc, max for eight zenith angle bins ranging from
cos(θ ) = 0.65 to 1 is shown. The error bars refer to the uncertainties given by the fit on the value of
the maximum. A linear fit determines a decrease following f (cos(θ )) = 2.10− 1.21 · cos(θ ) for all
data points. The slope of (−1.21± 0.02) is thus slightly larger than expected. The corresponding
uncertainties on the fit of the maximum per angle seem to be underestimated. Fitting only the
largest cos(θ ) bins, the linear fit determines a slope of (−0.948±0.003) which is more compatible
with the expectation of −1.

Position-resolving signal uniformity

For the detection efficiency, no evidence is found that any part of the unit is preferred for the chosen
threshold. However, the signal height itself may be enhanced in certain regions due to geometrical
aspects or be reduced due to imperfections in the manufacturing process.
As indicated by simulations and presented in figure 7.7, photons produced next to the WLS fibre
have to traverse a minimal distance to be collected by the fibre. This reduces the probability of
photons being absorbed due to attenuation effects in the scintillator. In the region between fibre and
the scintillator edges, the collection efficiency may be improved even more. Photons isotropically
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Figure 8.23.: Signal yield Sadc, max determined by the combined MIP spectrum of all units for eight zenith
angle bins of cosθ . A linear fit to all data points is performed. Additionally, a linear fit to the
data points of the largest cos(θ ) bins is depicted. For the latter, a slope of (−0.948± 0.003)
as a function of cosθ is well compatible to the slope expectation of −1.

emitted in this region can either be captured directly in the fibre, or they are first reflected at the
scintillator edge or at the wrapping and then collected in the fibre. Next to the SiPM carrier board,
three effects may occur:

1. A short distance between photon emission point and WLS fibre reduces attenuation effects.

2. Photons have to travel only a short path length inside the WLS fibre before leaving the fibre for
an optical waveguide or the SiPM, so that several photons may not undergo the wavelength
shifting procedure. These photons are in the UV-blue wavelength regime offering a slightly
improved photon detection efficiency (up to 10%) of the SiPM.

3. Direct scintillation light may reach the photosensor. This is more present for unit layout 2
as for layout 1 the mechanical coupling strongly reduces the aperture for direct scintillation
light.

Figure 8.24 presents the average charge distribution of unit layout 1 in log scale, while the number
of hits and the detection efficiency are shown in linear scale. The signal distribution of unit layout
1 is flat. Also the detection efficiency depicts no inhomogeneities and a high efficiency > 95%.
However, the mechanical coupling to an optical waveguide in unit layout 1 is a large source for
light losses. Layout-induced fluctuations in light yield are thus challenging to identify. In figures
8.25a and 8.25b, measurements performed with units of layout 2 are shown. Again each detector
unit is subdivided into a grid with 1 cm spacing which is rotated so that the position of the SiPM is
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Figure 8.24.: Measurement performed with the unit of layout 1. Shown is the average signal. The signal
of each event is determined by an integration of the analog trace of the SiPM detected by a
PicoScope. It is given in VE (vertical equivalent) charge corresponding to the detected signal
for a vertically traversing MIP. The detected charge distribution is flat.
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(a) Average signal distribution achieved with units of lay-
out 2 in units of MIP. The average signal is s̄ = 1.14MIP.
An increase (up to twice of the average signal) is identified
in the right bottom corner, where the SiPM is located.
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(b) Smoothed relative signal distribution of units of layout
2. The relative signal is defined as s =

si j−s̄
2·(si j+s̄) . Whereby s̄

is the average signal height of all bins and si j is the sig-
nal in each bin. The bin contents of the resulting 2D-
histogram are smoothed according to kernel algorithms
provided by the ROOT framework.

Figure 8.25.: Uniformity of the average signal of scintillator units in coincidence with the muon tomograph
for charged particles crossing the units at different positions. The bin size of 1 × 1cm2

corresponds to the positional resolution of the tomograph. The signal distribution for units
of layout 2 is determined by the average of all units whereby each unit is divided in a grid of
30× 30 bins and rotated such that the SiPM is located in the same bin in the right bottom
corner. See text for discussion.
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always located in the same bin (right bottom corner). The average uniformity is determined for all
16 units. Several regions depict an increased signal yield compared to the average signal registered
per muon passage. A significant increase of up to twice the average signal is apparent in the region
of the SiPM carrier board. A smaller increase is apparent in the region between the scintillator
edge and the WLS fibre located 1 cm from the edge. As discussed, the first inhomogeneities are
expected to be mainly introduced by the installation of the SiPM at the edge of the scintillator tile.
This results in direct scintillation light entering the SiPM detection area. The measurements depict
an even higher increase of the relative signal as predicted by the simulations. The same smoothing
algorithm is applied to both, simulations and measurements. The applied optical coupling is chosen
as being very efficient in cost, production time and photon detection. It allows for a simple and
above all stable coupling. The units are such designed, that an alternative, future coupling can be
installed without the need of a reproduction of the scintillator tiles.

8.5. Conclusions

The most important performance parameters of the prototype units of layout 2 are summarized
in the following. It is confirmed that the presented detector units allow an excellent detection of
charged particles.

• The applied SiPM type S13360-1350PE depicts a reduced thermal noise and crosstalk prob-
ability in comparison to S12571-050P used for units of layout 1. The darknoise rate at an
effective threshold of 0.08V is around 85 kHz for the SiPM type S13360-1350PE, while the
older type depicts an average rate of 135 kHz. The crosstalk probability is reduced from
≈ 28.7% to 3%. Therefore, the currently applied SiPM type allows for a good signal-to-noise
ratio.

• The response of the self-triggered unit does not allow for the investigation of the MIP peak.
The charge spectrum by additional events as electrons or, possibly, products of radioactive
decays in air superimposes the MIP peak.

• The measurement of units in coincidence allows for the investigation of the MIP peak. The
light yields of 16 studied units are ranging from 18.75 to 28.30 p.e. per MIP with an average
light yield of (23.67± 2.47) p.e. per MIP and a maximum deviation of 34% from the aver-
age light yield. The achieved light yield is well suitable for the identification of passages of
charged particles.

• An extended photon arrival time distribution at the SiPM per muon passage as predicted by
simulations can be confirmed (cf. chapter 7). Photons are expected to arrive within 10ns.

• An increased signal yield in the region around the SiPM location, which has been already
identified by simulations (cf. chapter 7), can be confirmed. This results in a broadened MIP
peak. However, the overall detection efficiency is not influenced.

• The detection efficiency of a single unit for muon passages is determined by the coincident
measurement of eight units in a stack and by a coincident measurement of units with a
position-resolving external muon tomograph. The former identifies a detection efficiency
of 98 − 99%. The latter determines a detection efficiency of above 95% at a threshold of
3.5 p.e. over the complete extent of the unit (except the scintillator tile edges). The detection
efficiency is in good agreement with the predictions of simulations (cf. chapter 7).
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CHAPTER9
MiniAMD - a small and mobile universal muon detector

The combined assembly (scintillator - wavelength shifting fibre - silicon photomultiplier), referred
to as unit in this thesis, provides an excellent detection of atmospheric muons. The layout of the
unit is described in chapter 6. Studies of the unit performance by its response on single particle
passages are described in detail in chapter 8. As a further step, the detection of extensive air show-
ers initiated by cosmic rays is targeted. These showers result in several particles (like electrons /
positrons, muons or photons) arriving within a short time window of several 100 ns at ground. A
detector consisting of several of the presented units allows for the investigation of those particles.
As a proof of principle, a demonstrator is designed, assembled, and tested.
The chapter is structured as followed. First, the baseline design of the demonstrator, called Mini-
AMD, is presented. Its performance is studied while the demonstrator is outdoors on the roof of
the physics department in Aachen. Thereby, not only its response to atmospheric muons but also
the ability to monitor important detector characteristics is studied. For example, the stability of the
gain of the silicon photomultipliers (SiPMs, cf. chapter 4) as a function of temperature is of major
importance. Secondly, coincidence measurements with a small air shower array based on liquid
scintillator as detector medium and SiPMs as light sensors are performed. The characteristics of
this experiment are shortly explained and studied. The performed coincidence measurements are
analyzed and compared to standalone measurements. Those measurements confirm that MiniAMD
is not only well suited for the detection of (atmospheric) muons but allows also for the detection
of cosmic ray candidates.

9.1. MiniAMD baseline design

The MiniAMD demonstrator comprises two identical detector modules consisting of eight units
each. The modules are located on top of each other for background suppression. Background is
defined, in context of this thesis, as events originating from radioactive decays in the air around the
experiment or originating from other particles than muons like the electromagnetic component of
air showers. However, each module may be used individually. The units are arranged in a matrix
of 2×4 units. Each unit complies with layout 2 presented in chapter 6 and figure 6.1. In figure 9.1,
a sketch of one MiniAMD module with indicated dimensions is presented. The units are located in
a frame with outer dimensions of 820mm× 1430mm× 65mm which is based on hollow profiles
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Figure 9.1.: Sketch of a MiniAMD module. All dimensions are given in units of mm. Each module consists
out of eight units located in a 2×4 configuration. The SiPM is directly connected to the wave-
length shifting fibre end and is located at the scintillator tile edge. The MiniAMD demonstrator
combines two modules identical in construction located on top of each other.

made of aluminum1. The top and bottom of the frame is covered by a thin aluminum sheet with
a thickness of 5mm. While the top sheet is screwed to the profiles to allow for an easy access to
the units, the bottom sheet is riveted. The boxes are designed to be water- and light-tight as well
as lightweight. Each equipped module has a weight of roughly 30kg and can be easily handled by
two persons.
In figure 9.2, an overview about the assembly of one MiniAMD module is presented via detailed
photos. They depict the routing of cables through connectors to the outside, the distributor circuit
board for the bias voltages and the cabling for the temperature sensors. The front profile includes
several water-tight connectors allowing for the powering of and the communication with the elec-
tronics located in the module. The other three profiles have no connection to the inner part. Each
module contains three layers of extruded polystyrene rigid foam as padding material, known under

the brand mark Styrodur
®

. The padding also allows for the separation between different units and
for a support structure for their placement. The distance between two units in a row is 18mm. The
fill factor of each module is defined as the ratio of active area comprising of scintillator tiles and
the padding material and is 0.7. Both rows are separated by a distance of 120mm to allow for the
routing of the cables2. Several cables per SiPM circuit board are needed to provide power supply
and readout of the temperature sensor and of the photosensor. The allocation of the bias voltage
of each SiPM is defined by its identification number and is independent of the cable connected.
For the temperature sensor, three individual wires are connected to the circuit board by a three-pin
connector. The wires provide ground, supply voltage and a data line for the monitoring of the tem-
perature at each SiPM over time.

1The frame has been designed and assembled by the mechanical workshop of the Physics Institute III A of the RWTH
Aachen University.

2An alternative arrangement of the units would comprise the reduction of dead space between both rows and an
alternative routing of the cables between each row and the corresponding edge of the module.
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9.1. MiniAMD baseline design

(a) First, a styrodur layer with a thickness of 20 mm is
used as padding. A further layer provides also a support
structure for the location of the eight detector units.

(b) Shown is the routing of eight SiPM communication
cables. The colored cables provide power supply of the
SiPMs and temperature sensors, as well as communi-
cation with the latters.

(c) Photo of a circuit board distributing the power sup-
ply voltage for the eight SiPMs located in each Mini-
AMD module. The board is placed in the recess indi-
cated in figure 9.1. For each SiPM an individual power
supply is provided. The SiPM id is registered at the cor-
responding circuit board located at the scintillator tile.

(d) Photo of the cable routing and connection of four
SiPM circuit boards to its corresponding scintillator tile.
Three connectors are located at each circuit board. One
connector for three cables provide power supply and
communication with the temperature sensor. Power
and communication for the SiPM have two separate
connections.

(e) Photo of an equipped MiniAMD module. Shown are
eight units located in a 2×4 matrix. The region between
both rows is used for the routing of the cables. Layers
of styrodur are used as padding material and for the
stabilization of the tiles.

(f) A further styrodur layer with a thickness of 20 mm
is used as padding. In front from left to right, an air
pressure equalization vent, eight connectors for the
communication with the SiPMs and a connector guid-
ing all further cables to the electronics box are located.

Figure 9.2.: Photos of the assembly of a MiniAMD module.
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Figure 9.3.: Photo of the water-tight box containing the readout and supply voltage electronics for mea-
surements with the MiniAMD demonstrator. On the left side, the power supply unit (PSU)
and a single-board computer are located. The EASIROC evaluation board (shown on the right
side of the box) provides the usage of up to 32 SiPMs. The cables for the communication
with the SiPMs are shown in the lower right edge of the box. Furthermore, I/O pins for the
communication with the FPGA are connected to the outside of the box in the upper right corner
of the box, seen from top. For the power supply and the communications with the temperature
sensors at the SiPMs inside the modules, two cables with several wires are connected to the
electronics box in the upper right corner, seen from the side.

Both modules are identical in construction but the light yields of the individual units vary by up
to ±20%. Module 1 contains units with id [0-7] while module 2 contains units with id [8-15].
A summary table of individual performance parameters of all units can be found in table 8.2 on
page 118. If not otherwise stated, module 1 is located on top of module 2 for measurements with
both modules.

A separate water- and light-tight electronics box is equipped with the described readout, communi-
cation and power supply electronics for both modules (cf. chapter 6.2). The box is shown in figure
9.3. The box contains the power supply unit (PSU), a single-board computer and the EASIROC
evaluation board. The board provides the usage of up to 32 SiPMs while 16 SiPMs are currently
connected for the MiniAMD demonstrator (eight SiPMs in each module). Furthermore, I/O pins
for the communication with the FPGA on the evaluation board allows for the usage of MiniAMD as
trigger for other experiments or allows for MiniAMD to receive triggers by an external experiment.
The I/O pins are connected to the outside of the box in the upper right corner of the box. Two tem-
perature sensors are available in the box, one for the EASIROC and one for the PSU. The connectors
for the cables from the SiPMs to the EASIROC are additionally grounded at the EASIROC to reduce
electronics noise. The SiPM cables are connected via SMA sockets. The SMA cables for the readout
have a length of 20cm inside the electronics box, a length of 120 cm from the electronics box to the
MiniAMD modules and a length of 120cm inside the module. Therefore, the analogue signals of
the SiPMs are transported each by a cable length of 260 cm. This is well below the critical length
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of 6 m at which the SiPM signal is distorted and attenuated due to long cables [165]. However, the
cables routed outside of the detector modules may be subject to pick up noise.

9.2. MiniAMD performance characteristics

In this section, first the ability of the MiniAMD demonstrator to provide a constant monitoring of
important detector performance characteristics is presented. The monitoring is performed by the
measurement of single atmospheric muons. The characteristics of interest are the expected signal
for a minimum ionizing particle (MIP) in photon equivalents (p.e.) or in ADC count, the gain of the
individual SiPMs and the expected signal rate as a function of the preset trigger threshold. Thereby,
a translation from the signal of each individual unit in ADC count to a signal in MIP for the complete
demonstrator can be achieved.
In normal operation of the MiniAMD detector, both modules are located on top of each other. A
unit in the upper module in combination with the unit at the same location in the lower module is
defined as a stack. These stacks allow for comparable studies of the charge spectrum as presented
in chapter 8, but are expected to be more influenced by background events and provide a larger
angular acceptance.

9.2.1. Monitoring of the MiniAMD modules

The MIP peak is regularly measured by MiniAMD operated in self-triggering mode. The default
hardware trigger criterion is at least one stack where the signal in both units of the stack exceeds a
2.5 p.e.-threshold. Additionally, a trigger rate scan is performed after each MIP peak measurement.
Presented is data which is taken every five hours over several weeks with changing temperature
over time. The goal is a stable conversion of the signal registered by each individual unit from ADC
count to the common scale in MIP.
Each charge spectrum includes data of one hour measurement time. The spectrum includes also
noise events enabling the investigation of a baseline shift with temperature. As presented in section
8.1.3 and in figure 8.8 on page 117, three fits are performed to the spectrum to determine the
pedestal peak and the MIP peak position as well as the gain of the individual SiPMs. A gaussian
distribution is fitted to the pedestal peak. A multi-gaussian distribution is fitted to the the rising
edge of the MIP peak where the peak structure is apparent. The gain corresponds to the distance
between two peaks. Both, a log-normal (cf. equation 8.18) and a Gaussian distribution, are fitted
to the MIP peak.

Gain stability

As a reminder, the gain is depending on the overvoltage Vov (cf. chapter 4, equation 4.2).
The breakdown voltage Vbreak is increasing with temperature by a factor β = 60mV/K according to
the datasheet of the manufacturer for the applied SiPM type [105]. By compensating the change in
the breakdown voltage by a corresponding change in the applied bias voltage Vbias(T ), a constant
overvoltage Vov and thus a stable gain G over temperature T can be achieved. This is important as
main characteristics of the SiPM, such as the photon detection efficiency, depend on the gain (cf.
chapter 4).
For all presented measurements, the voltage regulation according to temperature is implemented
in the electronics. An investigation of the achieved gain stability over a large temperature regime
is presented in the following.
First, the gain G as a function of temperature is presented for unit channel 2 in figure 9.4. The
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measurements

Figure 9.4.: Gain as a function of the SiPM temperature for unit channel 2 after temperature compensa-
tion. The gain is determined by a fit of a multi-gaussian function to the MIP spectrum. The
uncertainty of each data point refers to the uncertainty on the fit provided by ROOT [182].
For each data point, the MIP spectrum includes events measured over one hour. The hardware
trigger criterion is at least one stack where the signal in both units of the stack exceeds a 2.5
p.e.-threshold. By the two vertical dashed lines, a deviation by ±2% over a temperature range
of (0± 20) ◦C is indicated.
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uncertainty of each data point refers to the uncertainty on the multi-gaussian fit. Even if the tem-
perature compensation is implemented, a temperature dependency is apparent. A linear function
is fitted to the data points which allows for a good description of the increase. This is also indicated
by the χ2 = 144.55. With a ndf of 108, the result corresponds to a deviation by 2.5σ from the
expected value. The gain G(T ) in ADC count / p.e. changes according to

G(T ) = ag(TSiPM = 0 ◦C) + bgTSiPM (9.1)

= (55.88± 0.05) + (0.06± 0.01) · TSiPM /
◦C . (9.2)

Also indicated in the plot by two horizontal lines is the deviation by ±2% over a temperature range
(0±20) ◦C. This small deviation is already a very good result achieved by the applied temperature
compensation. However, as the gain G seems to be overcorrected, a slightly reduced compensation
factor β is recommended. Taking the relative gain change ∆G

∆T = 1%/10 K into account, a β factor
of 57 mV/K can be calculated

β = 60
mV
K
− Vov

∆G
∆T

(9.3)

= 60
mV
K
− 3V

0.01
10 K

= 57
mV
K

. (9.4)

For a crosscheck, all further channels can be taken into account. Their gain measurements show
a comparable increase with temperature and are presented in appendix A. Calculating the average
and the standard deviation of all 16 units, a similar factor of β = (56.97 ± 0.28)mV/K is deter-
mined. The value is well compatible with the compensation factor presented in [196] for the same
SiPM type but with different readout electronics. The improved factor of 57mV/K is implemented
in the MiniAMD demonstrator and has to be verified in further studies. However, for all further
measurements presented in this chapter, the correction factor of β = 60mV/K was still applied and
allowed for a reasonable data taking and analysis.

MIP peak stability

As discussed in section 8.1.3, the signal given in ADC count is strongly influenced by the individual
light yield achieved by each unit. A conversion based on the characteristics of the signal spectrum is
based on the pedestal peak as well as the MIP peak position. The latter is increasing with the tem-
perature at the SiPM as the gain is not completely stable over a large temperature range. The former
depends on the temperature at the EASIROC as most temperature sensitive part of the readout elec-
tronics. The goal is to define a conversion from the individual unit signal to a signal in MIP for all
temperatures. Therefore, for each unit the pedestal and MIP peak position as a function of tempera-
ture is determined and a linear function is fitted to the corresponding data. In figure 9.5, the change
of the pedestal peak position is shown as a function of temperature. The peak position is determined
by a fit of a Gaussian function to the signal spectrum. The uncertainty of each data point refers
to the uncertainty on the fit. A linear fit Sadc, pedestal(TEASIROC) = ap(TEASIROC = 0 ◦C) + bp · TEASIROC
can describe the data except of the lowest temperature regime for TEASIROC < 0 ◦C. Here, a small
systematic shift to larger values (O (0.1%)) than predicted by the fit is apparent. However, this shift
is negligible for the presented measurements. The χ2 = 318.73 and the residuals indicate that the
uncertainty on the pedestal value are underestimated. With ndf = 117, the fit depicts a deviation
by 13σ from the expected value. An overall decrease by a factor of 1%/20 K can be determined. All
further units depict a comparable behavior and are presented in appendix A. The MIP peak position
in ADC count is presented in figure 9.6. It is determined by a fit of a log-normal distribution in the
region of the MIP peak. A fit by a Gaussian predicts a comparable result for the peak position. A

147



Chapter 9. MiniAMD - a small and mobile universal muon detector

measurements

Figure 9.5.: Pedestal peak position Sadc, pedestal as a function of the EASIROC temperature for unit channel
2. The temperature compensation is active. The position is determined by a fit of a Gaussian
function to the signal spectrum. The uncertainty of each data point refers to the uncertainty
on the fit. For each data point, the MIP spectrum includes events measured over one hour.
The hardware trigger criterion is at least one stack where the signal in both units of the stack
exceeds a 2.5 p.e.-threshold. A linear function is fitted to the data points. The change of the
pedestal position is <∆Sadc, pedestal/∆TEASIROC >= −0.48ADC count/K or 1%/20 K.
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Figure 9.6.: MIP peak position Sadc, max as a function of the SiPM temperature for unit channel 2. The tem-
perature compensation is active. The position is determined by a fit of a log-normal function to
the signal spectrum. The uncertainty of each data point refers to a propagation of the uncertain-
ties on the fit parameters. For each data point, the MIP spectrum includes events measured over
one hour. The hardware trigger criterion is at least one stack where the signal in both units of
the stack exceeds a 2.5 p.e.-threshold. A linear function is fitted to the data points. The change
of the position of the maximum is <∆Sadc, max/∆TSiPM >= 0.48ADC count/K or 0.2%/10 K.
By the two vertical dashed lines, a deviation by ±2% over a temperature range of (0± 20) ◦C
is indicated.

149



Chapter 9. MiniAMD - a small and mobile universal muon detector

comparison is shown in appendix A in figure 5. The uncertainty on the data points is determined
by the uncertainties on the fit for the log-normal distribution parameters m and s (cf. equation
8.19). They are further propagated to an uncertainty on the mode of the distribution referring to
the maximum. The further units depict a comparable behavior and are presented in appendix A.
The data are fitted by a linear function Sadc, max(TSiPM) = aSmax

(TSiPM = 0 ◦C) + bSmax
· TSiPM. With

a χ2 / ndf = 200.83 / 118, the fit depicts a deviation by 5σ from the expected value but is for a
parametrization of the data still reasonable.
Now, the signal in ADC count of each unit measured at any temperature can be converted into a
signal in units of MIP. For each unit, an individual conversion function is defined. Exemplary for
unit channel 2, it can be described by the following function

SMIP =
Sadc − Sadc, pedestal(TEASIROC)

cMIP
(9.5)

=
Sadc − Sadc, pedestal(TEASIROC)

Sadc, max(TSiPM)− Sadc, pedestal(TEASIROC)
(9.6)

=
Sadc − (931.55+ 0.48 · TEASIROC /

◦C)
(2325.11+ 0.48 · TSiPM / ◦C)− (931.55+ 0.48 · TEASIROC / ◦C)

. (9.7)

The identical slope of 0.48 for Sadc, max(TSiPM) and for Sadc, pedestal(TEASIROC) is only coincidental. To
estimate the uncertainty introduced by this method, the MIP peak position in units of MIP for each
measurement is determined by the fit parameters of the average description of the data. Naturally,
the MIP peak position using the actual parameters of the fit would result in a signal of Sadc, max =
1MIP. In figure 9.7, the calculated MIP peak positions are shown as a function of temperature. As
expected, they scatter around the signal yield at the MIP peak position of 1.000 MIP. The standard
deviation of 0.005MIP is small. The conversion works well. A stable configuration of the setup
is important for the monitoring. Exemplary for unit channel 2, the average light yield in photon
equivalent is shown as a function of the measurement day and night in figure 9.8. The start of a day
is defined by the time of the sun rise. The start of the night by the the time of the sun set. Each data
point refers to the average light yield and its standard deviation. Included are the actual parameters
determined by the charge spectrum, not the averaged values. Measurements at night and day are
well in agreement within the uncertainties. The colors of the markers denote the average SiPM
temperature. A change in the light yield sets in at measurement day 15. It refers to a change in
the module setup. Between the days 15 to 25, the vertical distance between both modules was
successively increased. By the larger distance between both modules, the median acceptance angle
decreased. This results in a corresponding decrease of the signal yield corresponding to equation
8.13.
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MIP

measurements

Figure 9.7.: Exemplary MIP peak position in units of MIP as a function of the SiPM temperature for channel
2. The temperature compensation is active. Each data point is determined by the fit parameters
describing the average evolution of the signal spectrum characteristics with temperature.
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Figure 9.8.: Shown is the average light yield of unit channel 2 in p.e. as a function of the measurement day
(circles) and night (triangles). The start of a day is defined by the time of the sun rise. The
start of the night by the the time of the sun set. Each data point refers to the average light yield
and its standard deviation. The colors of the markers denote the average SiPM temperature.

Trigger rate scan

As already mentioned in chapter 8, the signal rate as a function of the preset threshold can be
used for the determination of an optimal trigger threshold for the chosen setup. Furthermore, dif-
ferences in the gain and in the crosstalk probability become visible. The individual bias voltages
for each SiPM given by Hamamatsu are used. The trigger rate in Hz as a function of the effective
trigger threshold in units of V is shown in figure 9.9 for all channels of the MiniAMD demonstrator.
The demonstrator is located on the roof of the physics department. The presented fast trigger rate
scan is performed at an average temperature of (5.41±0.15) ◦C measured at the SiPMs. Each data
point refers to the average rate taken over a measurement time of 2.68 s. The rate scan ranges
from a discriminator threshold3 of -0.10 to 0.43V in steps of roughly 0.05V. For thresholds be-
low 0V the contribution of the baseline is visible. The steps of the darknoise correspond to the
individual number of photon equivalent. Darknoise events dominate up to 0.26V or 2.5 p.e. As
discussed in chapter 8, SiPM 0 depicts an increased darknoise rate but behaves as expected for
signals corresponding to particle passages. For larger thresholds the constant signal of atmospheric
muons is apparent in all channels. The muon rate is superimposed by a background rate. This is
indicated by a higher average trigger rate of around 40Hz at an effective threshold of 0.3V com-
pared to an expected atmospheric muon rate of 10 Hz per unit (cf. equation 8.7). Compared to
the measurements in the lab presented in chapter 8, the trigger rate is reduced. The rate is in-

3For the interpretation of the discriminator threshold please refer to section 8.1.1. The trigger rate scan initially ranges
from 1000 to 600 DACcount in steps of 5DAC count.

152



9.2. MiniAMD performance characteristics

effective threshold / V
0 0.1 0.2 0.3 0.4

tri
gg

er
 ra

te
 / 

H
z

10

210

310

410

510

610
Tile 0
Tile 1
Tile 2
Tile 3
Tile 4
Tile 5
Tile 6
Tile 7

Tile 8
Tile 9
Tile 10
Tile 11
Tile 12
Tile 13
Tile 14
Tile 15

measurements

-0.1

Figure 9.9.: Trigger rate scan as a function of effective threshold in V of the individual units of both
MiniAMD modules. For each data point, the average over a measurement time of 2.68 s is
shown. A step size of roughly 0.05V from −0.10 to 0.43 V is chosen.

fluenced by the thermal noise which is less present at the low temperatures (60 Hz → 40Hz for
25 ◦C → 5 ◦C ). At an effective threshold of 0.7 V, the darknoise is strongly reduced and both
measurements depict a comparable rate of 30 Hz. Additionally, the presence of an electronic noise
component is indicated. Several SiPMs, e.g. SiPM 7, depict such an increased rate that no sharp
step form is recognizable at a threshold of 0.08 V or 0.5 p.e. The influence of the electronic noise
varies over time. However, at a threshold of 0.26 V or 2.5 p.e. the influence is negligible for all
performed rate scans. The trigger rate corresponding to a threshold of 0.5 p.e. and 1.5 p.e. is
dominated by the thermal noise of the SiPMs. It is thus expected (cf. chapter 4) that both rates
strongly depend on the temperature at the SiPM. The underlying atmospheric muon flux is of mi-
nor importance but may also vary due to atmospheric conditions, such as the air temperature or
pressure. The thermal noise rate is expected to increase with temperature. An exponential function
f1 p.e. = a1 p.e.(TSiPM = 0 ◦C) + exp(b1 p.e. · TSiPM) · c1 p.e. can be used to describe the trigger rate as a
function of the SiPM temperature. Each data point refers to the average trigger rate in the region
of the 1p.e. plateau of a performed threshold scan. Its uncertainty refers to the corresponding stan-
dard deviation. Exemplary, the trigger rate at a threshold of 0.5 p.e. as a function of temperature
is shown for unit channel 10 in figure 9.10. All further units depict a comparable behavior. The
parameter b1 p.e. = 0.11 of the exponential fit describes an expected doubling of the trigger rate per
8 K [114].
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measurements

Figure 9.10.: Trigger rate at a threshold of 0.5p.e. as a function of the SiPM temperature for unit channel
10.

9.3. Air shower array on the physics department building

To allow for a more detailed study of the response of the demonstrator on cosmic ray candidates,
MiniAMD is measured in coincidence with a small-scale air shower array. The layout and the per-
formance of this experiment are studied in detail to confirm a stable examination environment for
the MiniAMD detector.
The response of the air shower experiment is not yet completely calibrated and is currently vali-
dated. Six identical detector stations are placed on the roof of the physics department building.
Each station consists of a barrel with a diameter and height of roughly 22 cm containing about
eight liters of liquid scintillator, read out by one silicon photomultiplier. To reduce the background
of ambient light, the barrel is placed upside-down in a second enlarged barrel. The outer barrel is
additionally protected against light leakage with a layer of adhesive aluminum tape at its outside.
The SiPM is operated by frontend electronics which provide the needed operating voltage including
a voltage regulation according to temperature to allow for a stable gain. Furthermore, it provides
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Figure 9.11.: Layout of the air shower array located on the roof of the physics department in Aachen. It
consists of six stations detecting air shower particles via a liquid scintillator with SiPM readout.
Indicated are the dimensions of the array and the definition of the chosen coordinate system
used for the analysis. The MiniAMD detector is located in the triangle of stations 3, 4 and 5.

the amplification of the SiPM signal and two output channels. Both channels are guided to the
readout electronics further described in the next section. A simultaneous trigger of several stations
enables a reconstruction of the air shower arrival direction. An increasing number of stations being
hit indicates an increased air shower energy. As the barrels have a cylindrical, extended form, they
are also sensitive to inclined air showers.
The array layout is presented in figure 9.11. A photo is presented in figure 9.12. Five stations are
forming a dense cluster while a sixth station is located further apart. Each station is connected to
the readout electronics by cables of the same length of 30m to simplify the timing and synchroniza-
tion between stations. The readout electronics is located in a room next to the array. The array is
described in detail in [197].

9.3.1. Readout electronics

The readout electronics is based on NIM trigger logic and on the digitization of the signals by DRS4
(Domino Ring Sampler) evaluation boards4 [198, 199].
As discussed, each detector station has two output channels. The signals of both channels have
opposite signs. Channel A is defined as the negative signal and is used to form an event trigger.
Channel B has a positive sign and is used for the event digitization if an event trigger is received.
Channel B provides a signal twice as large as channel A. The electronics setup processing of both
signals is sketched in the following. Channel A of each detector station is compared to a discrimina-
tor with adjustable threshold. If the signal exceeds this channel threshold, a NIM pulse is forwarded
to a combined FAN-IN module for all channels. The module provides a logic gate output referring
to the station multiplicity nmult (the number of stations triggered). A NIM pulse is defined as a

4comparable to the functionality of an oscilloscope
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Figure 9.12.: Photo of the air shower array located on the roof of the physics department in Aachen. It
consists of six stations. Each station consists of a barrel protected against light leakage with
a layer of adhesive aluminum tape at its outside. The MiniAMD detector is located under a
black pond liner in the middle of the array.

negative rectangular pulse with a standardized pulse height of Vnim = −0.8V. The output of the
FAN-IN module is the sum of all NIM pulses arrived, divided by a factor of eight:

Vmulti =

∑

Vnim

8
=

nmult

8
Vnim . (9.8)

The output Vmulti is compared to a further discriminator with adjustable threshold allowing the
setting of a requirement on the station multiplicity.
Three stations are connected to one DRS4 evaluation board. Channel 4 is occupied as receiving the
event trigger. For each triggered event, each DRS4 board provides three waveforms, each having a
length of 200ns in 1024 samples. All waveforms including timing information are sent to the PC
and the data recorded are stored in ROOT [182] files.
The stored data is preprocessed before being analyzed. To allow for a precise determination of the
pulse height and a time marker for each station enabling a reconstruction of the arrival direction,
the baseline for each station has to be determined. As the baseline varies with time, this process is
performed for each event and for each station separately.
Assuming a random fluctuation around the baseline at each time bin not included in the signal
region, an average of the first 300 points in a trace is defined as the baseline value. Once the baseline
is determined, the pulse height is calculated by the height of the waveform maximum reduced by
the value of the baseline. To allow for a stable timing, that is important for the determination of the
arrival direction, the time marker for each trigger is defined as the time bin at which the signal is
reaching 50% of the pulse height. In figure 9.13, an exemplary waveform of one station is shown.
Depicted by a frame is the region by which the baseline is determined and as triangle the trigger
time marker at 50% of the maximum pulse height over baseline.
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Figure 9.13.: Exemplary waveform of a station triggered by an air shower candidate. Shown is the signal
height in mV as a function of sample bins. The triangle marks the time of trigger and is
defined at 50% of the maximum pulse height over baseline. The baseline is determined by the
average of the first 300 sample bins depicted by the frame. A reference time for the first time
bin allows the conversion of the sampling bin to a UNIX timestamp.

9.3.2. Standalone performance of the air shower array

Data taken for this thesis are based on a required two-station-coincidence of the air shower array
with a fixed channel threshold of 30mV of each station. As shown in [197], the threshold setting
allows for a significant suppression of random noise and results in a single detector trigger rate of
10 Hz. The rate is well compatible with the expectation for the atmospheric muon flux.
Before discussing the data with MiniAMD in coincidence, the standalone performance of the array
is discussed in this section.
First, the event rate as a function of UNIX time in seconds for eight days is shown in figure 9.14.
Each data point corresponds to the average rate detected over one hour and the corresponding
standard deviation. On average, the array receives a trigger around every 30 seconds resulting in
an event rate of around 0.033Hz. Additionally, vertical lines indicate midnight between two con-
secutive days. A performed Fourier analysis shows no evidence of a day-night effect. In figure
9.15, the event rate as a function of the cumulative station multiplicity is shown. As expected, the
rate is steeply falling with the amount of stations triggered, while the event rate for two station
triggers is slightly larger than expected if assuming an exponential function. The random trigger
coincidence rate of two or more stations is low (O (10−4 Hz)). Therefore, a change in the particle
density distribution may be indicated. For higher energetic air showers or showers with a core po-
sition close to the array, the amount of particles arriving simultaneously at ground, so the particle
density, is increasing. For these showers not only more stations will be triggered, but also more
particles will deposit energy in one station resulting in an increased average signal in each station.
This is depicted in figure 9.16. The average signal contained in the events is rising with the station
multiplicity. The maximum signal height reachable is around 900mV at which a station saturates.
For events with six stations an accumulation of events becomes visible, understandable as pile-up,
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Figure 9.14.: Event rate as a function of UNIX time in seconds. For the hardware trigger at least a two-fold
coincidence of the air shower array is required. Vertical dashed lines indicate midnight between
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Figure 9.15.: Event rate as a function of cumulative station multiplicity of the air shower array. The hardware
trigger required a two-fold coincidence of the air shower array.
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Figure 9.16.: Average detector signal height for one station as a function of station multiplicity of the air
shower array. The signal height is a measure of the deposited energy in the stations. The
hardware trigger required a two-fold coincidence of the air shower array.

as no more stations can be triggered. Furthermore, several events are detected in which all stations
are saturated indicating energetic air showers with high particle density.
Thus, the increase of the average signal in the stations and of the number of stations measuring
simultaneously a signal above threshold is a measure for the particles and energy contained in the
air shower candidates.
Furthermore, the array enables the reconstruction of the shower arrival direction, based on the

timing of the stations. The chronological order in which the stations have received a signal can be
used to determine the zenith angle θ and the azimuthal angle φ of an event. The zenith is thereby
defined as 0 ◦ for events arriving vertically with respect to the extended array and as 90 ◦ arriving
horizontally to it. The azimuthal angle is defined in the coordinate system as depicted in figure 9.11.
The calculation of the arrival direction is described in more detail in [197]. For the reconstruction
of the arrival direction at least three stations have to be hit. This results in O (30%) of all showers
registered. If exactly three stations registered a signal, the arrival direction can be calculated via
the time stamps at which the stations have triggered. If more stations are triggered, an improved
reconstruction algorithm can be utilized taking the shower front into account. Therefore, a flat
shower front is assumed as a first order approximation. The reconstruction by both algorithms is
not successful for all showers with three or more triggered stations. The reconstruction efficiency is
in the order of O (80%). This allows for an event rate of around 0.007Hz for reconstructable events.
The reconstruction of the arrival directions is subject to the uncertainty on the timing determina-
tion, deviations in particle arrival times in an air shower, and also possible false trigger stations due
to thermal or electric noise but also atmospheric muons, even if unlikely. A detailed investigation
on the uncertainty on the reconstructed arrival direction is still on-going [201].
Based on the successfully reconstructed events, the zenith distribution and a polar plot represen-
tation of zenith and azimuthal angle are shown in 9.17. The zenith distribution is presented as a
function of θ instead of the more common function of cos(θ ) to allow for a comparison to other
experiments. The maximum of the distribution is at θ ≈ 20 ◦. The value is well compatible with
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Figure 9.17.: Angular distribution of events detected by the air shower array.
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Figure 9.18.: Center of gravity of detected events in the x-y coordinate system of the air shower array as
depicted in figure 9.11. Presented is the distribution of the shower core position of events
detected by at least two stations of the air shower array.

the results determined by small-scale, calibrated arrays as EAS-TOP [202, 203] or LORA [200]
with θ ≈ 19 ◦. The distribution around the peak region (from 0 ◦ to 40 ◦) was investigated by the
following function introduced by the LORA experiment

f (θ ) = a1 sin(θ ) cos(θ )a2 . (9.9)

The χ2/ndf of 67.51/38 indicates a relatively large deviation by 3.4σ from the expected value.
However, the result is already impressive for an uncalibrated and small-scale array. An asymmet-
ric tail to larger zenith angles proves that the array is capable to detect also inclined air showers
due to the extended form of the detector stations. The expected angular distribution is thereby a
combination of

• the isotropic distribution of cosmic ray air showers,

• the solid angle acceptance of the array which is increasing with zenith angle∝ sinθ , and

• the attenuation of the showers (mainly the electromagnetic shower component) in the in-
creasing amount of traversed atmosphere for large zenith angles.

As at the highest angles the atmospheric absorption dominates, the number of observed events
is expected to be strongly suppressed. At the lowest zenith angles, the solid angle Ω is strongly
reduced. The bin content of the polar representation is thus normalized to the solid angle of the
corresponding angular bin. It can be calculated by

Ω(θ1,θ2) =

∫ 2π

0

∫ θ2

θ1

sin(θ ′)dθ ′dφ′ = 2π(cos(θ1)− cos(θ2)) . (9.10)
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As the array only provides a relatively small covered area and few detector stations, the determi-
nation of the position of the shower core is highly limited. As a first estimate the center of gravity
(cog) may be calculated. The x-coordinate can be determined according to

cogx =

∑6
i=2 si · x i
∑6

i=2 x i

, (9.11)

while si is the detected signal in a detector station i and x i the x-coordinate of the position of
the detector in the chosen coordinate system as depicted in figure 9.11. The y-coordinate can be
equally determined. The center of gravity of all events is shown in figure 9.18. The structure is
introduced by events with only two triggered stations. However, the center of gravity is well dis-
tributed within the array. A location of the MiniAMD demonstrator in the dense cluster is preferred.

These studies demonstrate that the air shower array, despite its small size, is very well suited for
initial investigations of the MiniAMD demonstrator.

9.4. Measurements with MiniAMD on the roof of the physics
department

The primary objective of the MiniAMD detector is the detection of important parameters of extensive
air showers such as the particle density reaching the ground.
To allow for a more detailed study of the response of the demonstrator on cosmic ray candidates,
MiniAMD is operated in self-triggering mode as well as in coincidence with the air shower array.
Both measurement studies will be described and compared in the following. The detector is located

Figure 9.19.: Photo of the MiniAMD demonstrator located on the roof of the physics department. Two
modules are located on top of each other. They are aligned such that a unit in the upper
module is aligned to a counterpart in the lower module, forming a stack of units. On top of
the demonstrator the electronics box is located. On the left side, a detector station of the
air shower array, which is located on the roof and used as external trigger of the MiniAMD
demonstrator, is visible.
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Figure 9.20.: The event rate of the MiniAMD demonstrator in self-triggering mode as a function of the
discriminator threshold and of the p.e. value (top of figure). The hardware trigger criterion
is at least one stack where the signal in both units of the stack exceeds a 2.5 p.e.-threshold.
Shown is the trigger rate for three temperatures. Circular markers refer to a temperature of
−0.29 ◦C, 25.59 ◦C, and 31.13 ◦C. Poisson statistics is used to determine the uncertainty on
each data point.

in the triangle formed by the array stations 3 to 5, next to station 3 (cf. figure 9.11 and figure 9.12).
The light demonstrator is stabilized by a palette and tension belts against wind. It is additionally
covered by a pond liner against rain even if the modules are designed to be water-tight. A photo of
the setup is presented in figure 9.19.

Hardware trigger conditions of MiniAMD

The conditions requested for a trigger of the MiniAMD detector system can be modified by the user
while executing the measurement procedure from the shell or by the config file. At the time of this
thesis several trigger conditions are available whereby the imposed threshold is the same for all
connected units. First, a multiplicity trigger can be imposed, which asks for a certain amount of
units or of stacks to be triggered. Secondly, a mask can be set to ask for explicit stacks or units. For
example, these four triggers are used in the scope of the measurement with MiniAMD:

• Multiplicity trigger of at least one stack with a threshold trigger of 2.5 p.e.

• Multiplicity trigger of at least one stack with a threshold trigger of 3.5 p.e.

• Multiplicity trigger of at least one unit in the upper module and at least one unit in the lower
module with a threshold trigger of 3.5 p.e.

• A single unit trigger out of the 16 units connected with a threshold trigger of 2.5 p.e.

Most important for the choice of the trigger threshold is the suppression of the darknoise compo-
nent. At a threshold of 2.5 p.e., the darknoise rate is in the same order of the signal component for
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a temperature of 26 ◦C (cf. figure 8.2 on page 108).
In self-triggering mode, each trigger generates an ADC event and a discri event if requested by the
user. Both event types are explained below. The following data are stored in each ADC event: the
event time, the event number, the amount of ADC count for high- and low-gain seen by the photo-
sensor of the corresponding unit, and a flag if the unit has exceeded the imposed threshold. The
discri event contains a timeline of the discriminator states of all units. For each timebin of 10ns,
the FPGA examines if a unit exceeded the threshold. If so, the binary status refers to state "1",
otherwise it is set to "0". A detailed discussion of the potential of the discriminator status for future
analyses is presented in section 9.5. An overview over both event types and the MiniAMD trigger
chain is given in figure 9.21 on page 165.

Shown in figure 9.20 is the rate of events with at least one triggered stack as a function of the dis-
criminator threshold. Measurements at three different temperatures are presented, for −0.29 ◦C,
for 25.59 ◦C, and for 31.13 ◦C. Poisson statistics is used to determine the uncertainty of each
data point. An increased temperature results in an increased false trigger rate by darknoise events
for thresholds below 2 p.e. At a threshold of 2.5 p.e. for all presented temperatures, a stable
plateau with an average trigger rate of around 100 Hz is reached5. The rate is slightly larger than
the expected trigger rate for atmospheric muons for a stack but is still compatible if assuming a
contribution of noise and background events. Therefore, this is the preferred trigger threshold.
For the calculation of the expected trigger rate, the vertical muon flux of 70 m−2s−1sr−1 is multi-
plied with the weighted acceptance of the setup (cf. equation 8.5 and equation 8.7 on page 107).
The weighted acceptance takes into account the anisotropic distribution of the incident muon flux

dN
dcos(θ ) ∝ cos(θ )n, whereby the exponent can be determined empirically to n≈ 2. Additionally, the
reduction of the effective area with increasing zenith angle is taken into account. The weighted
acceptance of a stack with a vertical distance between both units of 10 cm is determined by a MC
simulation to Γ = 0.112± 0.002m2 sr. This results in an expected trigger rate of a stack of 8Hz.
As for atmospheric muons, each stack acts like an independent detector, an absolute muon rate of
64Hz is expected, compared to 100Hz determined by measurements. It is expected that, besides
muons, also electrons are detected by a stack. This is already indicated in figure 7.15b on page 102
in chapter 7. The measured spectrum of a two-fold coincidence can be explained by simulations of
particle passages of muons and electrons. A combined, simulated rate is determined to be 11Hz.
The muon rate alone can be confirmed to be in the order of 8Hz per detector unit.

9.4.1. Setup of MiniAMD in coincidence with the air shower array

All presented events for coincident measurements have the following trigger criteria if not otherwise
stated. The trigger decision is sketched in figure 9.21. For MiniAMD, the signal in both units of at
least one stack has to exceed a threshold of 2.5 p.e. (720 DAC count). Additionally, an external
trigger by the air shower array has to be received. This trigger is provided if at least two stations
of the air shower array have exceeded a threshold of 30mV. If an air shower trigger occurs, all
stations of the array are read out and their waveforms are stored in ROOT files. If MiniAMD has
seen an event in coincidence, all units are read out. The data are stored in an ADC event. When no
external trigger arrives within 640 ns after a MiniAMD trigger, the event is canceled. Furthermore,
the discriminator status is stored in a discri event if an external trigger has been received. This event
is stored regardless of the MiniAMD state. The trigger of the array is thereby formed by the readout
electronics located in the room next to the roof as described in section 9.3. The trigger is then fed
back to the MiniAMD demonstrator. The cables from the stations to the electronics and from the

5An average self-triggering rate of 99.96±2.81Hz is found for a long-term measurement over a temperature range from
−5 ◦C to 15 ◦C. For around 30 days, every five hours MiniAMD was operated for one hour in self-triggering mode.
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Figure 9.21.: Trigger chain of the MiniAMD detector. The default trigger criterion is an event in both units
of at least one stack. A common discriminator threshold of 2.5p.e. is imposed. However, also
other trigger configurations can be chosen by the user. In self-triggering mode, each trigger
generates an ADC and a discri event if requested. In coincidence with the air shower array, an
additional external trigger has to be received within 640ns after the trigger based on MiniAMD
alone (see trigger decision in the box on the left). If a trigger is detected, an ADC and a discri
event are generated. Otherwise, only the discri event is stored. An exemplary coincident
event including three muons is presented. Each passing muon is color-coded (muon 1 = blue,
muon 2 = red, muon 3 = orange). Two stacks, so 4 units, are triggered. The discri event is
presented in the upper right box. It refers to the timeline of the binary discriminator states
of all units. A unit over threshold corresponds to state "1". The total time over threshold is
indicated by the envelope over all bins. The ADC event is presented in the lower right box.
It contains the integrated signal of each unit for the low- and high-gain channel and a flag if
the unit has exceeded the imposed threshold.

electronics to MiniAMD have each a length of around 30 m. The cable lengths introduce a signal
delay of 60 m = 300ns. The delay is confirmed by a simultaneous readout of the instantaneous
signal seen by MiniAMD and the delayed signal arriving from the array by an oscilloscope and by
investigation of the discri events in section 9.5.
First, the MiniAMD response to air shower candidates is presented without taking the response of
the air shower array into account. However, as already described, these events are also triggered by
at least two air shower array stations. They are compared to measurements with MiniAMD operated
in self-triggering mode. Secondly, further information provided by the array are used to study the
response depending on air shower characteristics such as the arrival direction distribution.
An exemplary coincident event, at which all six air shower stations and all 16 MiniAMD units were
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Figure 9.22.: Display of an exemplary event. Six air shower array stations are triggered. They are represented
by circular markers. The size of the markers corresponds to the detected pulse height. The
color refers to the arrival time at each station. By eight rectangles, the signal registered by
MiniAMD is represented. The size of each rectangle depicts the average signal detected by a
stack. All units except of unit 13 triggered at the same time. The direction corresponding to
the azimuthal angle φ = 47 ◦, determined by the air shower array, is indicated by an arrow.

triggered, is presented in figure 9.22. Both experiments store their data on independent readout
systems. Their UNIX timestamps have to be synchronized to allow for the study of coincident
events. The deviation between both system clocks is slowly increasing, thus a matching algorithm
is performed for each run. An overview about the algorithm is given in detail in appendix B. The
array itself has a trigger rate of 0.033Hz. Roughly every second event is also registered by the
MiniAMD array. Atmospheric conditions alter the expected signal rate. The ratio of both event
rates is expected to be stable. The ratio of the event rate for the array alone compared to the
coincident rate as a function of the ambient temperature is shown in figure 9.23. The latter is
estimated by the average temperature detected at the MiniAMD SiPMs. This is only one important
quantity to describe the atmospheric conditions. The ratio is reasonably stable with an average
value of 0.44 over a temperature range of 20 ◦C. Each data point corresponds to the average ratio
for one measurement run, normally including one day and night of data. The uncertainty refers to
the standard deviation. The combined measurement time is 13days.

9.4.2. Comparison of MiniAMD data taken in self-triggering mode and in
coincidence with the air shower array

Cosmic ray induced air showers consist of three main components: the electromagnetic, the muonic,
and the hadronic component. The first two are of particular interest for the MiniAMD demonstrator.
As both modules are located on top of each other, it is likely that particles of the electromagnetic
component arriving ground may enter the upper MiniAMD module. This may lead to an increased
signal in the units of the upper module if the particles get absorbed before entering the lower
module. Alternatively, the muonic and the more energetic electromagnetic component won’t get
absorbed and will result in the same signal in both modules. Furthermore, the particles may produce
secondaries while traversing the upper module resulting in an increased signal in the lower module.
Therefore, the comparison of the response of both modules to the same events is discussed in
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Figure 9.23.: Event rate ratio as a function of the average temperature detected at the SiPMs of the
MiniAMD detector. The ratio is defined by the event rate of the air shower array only to the
rate of coincidence events of the array and the MiniAMD detector. A two-fold coincidence of
the air shower array is required. No temperature effect is visible. 44% of all array events are
also detected by the MiniAMD detector.

the following. In figure 9.24, the number of triggered events as a function of unit id and the
signal distribution of all units in both modules are shown as a function of signal in units of MIP.
They are shown for MiniAMD in self-triggering mode in figure 9.24a and 9.24c, respectively; and
for coincidence measurements in figure 9.24b and 9.24d, respectively. All distributions indicate a
comparable response of all units. The self-triggered event rate of each unit lies within 4% deviation
to the average trigger rate of roughly 12.7Hz (cf. figure 9.24a). The average value is, as discussed,
compatible with the expected atmospheric muon rate of 10Hz for a single unit (cf. equation 8.7)
but indicates a slight contribution of passage of further particle types or a possible contribution of
noise events. Poisson statistics is used to determine the uncertainty on each data point. Measured in
coincidence, the average rate is strongly reduced to 0.008 Hz (cf. figure 9.24b). By the requirement
of a three-fold coincidence (at least two triggered air shower array stations and one triggered stack
in MiniAMD), an increased particle density is needed. This is only fulfilled for air shower events with
a shower core next to the array or with a reasonable energy. An estimation of the corresponding
energy thresholds for both setups is calculated later in this section. However, a comparison between
both modules indicates a strong correlation between event rates of units corresponding to a stack.
As already mentioned, the MiniAMD demonstrator is covered by a liner during the measurements
on the roof. To protect the liner against wind, lead blocks are used to weigh down the liner. The lead
blocks are located on the roof surrounding the demonstrator. Due to harsh wind, two additional
blocks, one made of lead (on unit ids 0 and 8), the other of concrete (on unit ids 3/11 and unit ids
4/12), are temporarily located on top of the MiniAMD demonstrator. The blocks cover around half
of each detector unit for vertical particles. As expected, a more pronounced shielding is visible for
the block made of lead. During the time period the lead block is located on the detector, the event
rate was reduced by 10% compared to the maximum achieved event rate. The shielding by concrete
reduces the rate by 5%. The shielding is visible for both units of a stack indicating the absorption of
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Figure 9.24.: Comparison of the response of the units in both MiniAMD modules. The MiniAMD detector
is operated in self-triggering mode (left) and in coincidence with the air shower array (right).
If the signal in both units of at least one stack exceeds a threshold of 2.5 p.e. (and received
an external trigger), all units are read out. The signal or trigger of all units above threshold
are included in the distribution. Units with ids from 0 to 7 are located in the upper MiniAMD
module while units with ids from 8 to 15 are located in the lower module.
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Figure 9.25.: Comparison of the signal measured in the upper module (module 1) and the lower module
(module 2) for the same events. The signal is defined as the sum of all detector units which
have exceeded the threshold, further detector units are not included.

particles, like muons, which would normally have passed both units. How the number of triggered
events and the signal spectrum is influenced by different shielding setups is discussed in appendix
D.
In comparison, the signal as a function of the unit id (cf. figure 9.24b) does not indicate any
influence by the shielding. The distribution depicts an average signal yield of 1MIP, as expected.
The uncertainty bars of the profile are thereby referring to the rms of the event distribution for each
unit id. The maximum signal detected is 25 p.e. No tendency of a detection of a larger signal in one
of the modules is visible.

Comparison of signals in both MiniAMD modules

A more detailed comparison can be performed by studying the measured signal in the upper module
(module 1) and the lower module (module 2) for the same events. The signal is thereby defined
as the sum of the signals (in units of MIP) of all detector units which have exceeded the threshold.
All further units are not included. The setup is studied for MiniAMD in self-triggering mode (cf.
figure 9.25a) and in coincidence with the array (cf. figure 9.25b), respectively. The data set of
the self-triggering mode is strongly dominated by low-signal events as single atmospheric muons
(cf. figure 9.25a). Only a small fraction of events has higher signal yields. The distribution is
broad in the low-signal regime with high fluctuations of the signals registered in both modules. In
comparison, the coincident data set indicates an increased and more homogenous average signal
yield as expected for air shower candidates with multiple particles arriving the detector (cf. figure
9.25b). For this data set, also a one-dimensional profile is presented, which corresponds to the
average of the distribution along the y-axis for each x-axis bin. A correlation factor equal to one can
be confirmed over the complete signal yield range. However, for both scenarios the largest signal
detected corresponds to an energy deposition of 150 MIP in each module over integration time of
the EASIROC. Furthermore, the spread of both distributions becomes narrower with larger signals
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in both modules. However, the signals are symmetrically distributed along the linear correlation
with a correlation factor equal to one for the complete signal range. Thus, a significantly stronger
contribution of the electromagnetic component to signals measured by one module is excluded for
both scenarios. This indicates that the electromagnetic component contributes in equal parts to
both modules. Two possible explanations are conceivable. The electromagnetic component is not
measured at all by the modules, or the particles are not absorbed in the upper module and deposit
a comparable amount of energy in the scintillator units in the lower module. In principle, electrons
are capable to reach the lower module. As presented in figure 7.13 on page 100, the average
kinetic energy for atmospheric electrons is in the order of 20 MeV. The energy loss of electrons can
be estimated based on

−
dE
dx
=

E ·ρ
X0

, (9.12)

with E being the kinetic energy, x being the pathlength through a material with radiation length
X0 and density ρ. For the MiniAMD demonstrator, a vertical electron has to traverse in total 1.5 cm
aluminum and two scintillator tiles with a total thickness of 1 cm. The radiation length and the
density of the materials (aluminium and polyvinyltoluene) are taken from [204]. The energy loss
in the aluminum is −5.8MeV/cm and in the scintillator −1.25MeV/cm. This results in a minimum
energy for an electron to traverse both tiles in a stack of roughly 10MeV. This estimate confirms the
possibility for electrons to be detected in both modules. For a more detailed study, a measurement
of the modules in an electron beam could be performed.
In the scope of this thesis, it is assumed that both modules detect the same signal. Therefore, the
average signal

〈s〉=
s1 + s2

2
(9.13)

of both modules should be used. s1 and s2 are the registered signals in the respective module in
units of MIP. The full relative difference ∆s/〈s〉 = (s1 − s2)/〈s〉 as a function of the average signal
〈s〉 is presented in figure 9.26a and 9.26b for MiniAMD in self-triggering and in coincident mode,
respectively. As for the direct comparison of the signals in both modules (cf. figures 9.25a and
9.25b), for low average signals a broad distribution is determined which becomes narrow with
increasing signal yield. For the self-triggering mode, many events depict a large deviation close
to ±2. These events may result from clipping single atmospheric muons. Those traversed the
complete height of one unit but had only a small pathlength in a unit located in the other module.
Furthermore, coincident events of a particle passage and a darknoise event are possible. These
events are strongly reduced for the air shower candidates triggered by the array (cf. figure 9.26b).
Additionally, two envelopes are depicted. They are referring to the expected maximum deviation if
a Poissonian distribution6 of the signal in both modules is assumed. They are determined by a toy
Monte Carlo simulation. Therefore, the signals s1,2 in both modules are drawn independently from
a Poissonian distribution with the average signal 〈s〉 as expectation. The envelope in pink refers to
the maximum deviation in the corresponding relative signal while the average signal is kept fixed
to the expectation. This scenario is based on the assumption that the signals in both modules are
strongly correlated but vary due to the event-to-event fluctuations of the light yield. It predicts
a narrowing comparable to the presented data. For the blue envelope, not only the relative but
also the average signal is calculated according to the drawn signals taking the uncertainty on the
total number of particles into account. This scenario is based on the assumption that the signals
in both modules are not correlated. Thereby, the low-signal distribution can be well described,
while for larger signals the envelope is too broad. This is expected as for large particle densities,
the relative deviations introduced by detection efficiency and area coverage are smaller. Even if a

6A Poissonian distribution is only a rough estimate of the underlying uncertainty.
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Figure 9.26.: Comparison of the relative signal in MIP measured in the upper module (module 1) and
the lower module (module 2) for the same events as a function of the average signal. The
relative signal of both modules depicts a broad distribution for low-signal events narrowing
with increasing average signal.
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rough estimate, the study illustrates, that the measured distribution for averages signal larger than
20p.e. can be well explained by the same signal detected by two different detectors. However, the
average relative signal of both distributions is negative, indicating a slight tendency to larger signals
in module 2 for both scenarios. To study this effect, the position of both modules was switched for
a short time. While the default configuration was operated in self-triggering mode over a complete
time of 100hours, the switched setup was operated for 10 hours. Both configurations are presented
in figure 9.26c and 9.26d, respectively, for the same signal regime. The average relative signal for
the switched configuration is now positive indicating a slight tendency for larger signals in module
1, now the lower module. This is also confirmed for the data set of coincident events. To reduce the
influence by the ambient temperature and the statistics, both configurations were also compared
for the same amount of data taken at comparable temperatures. These studies confirm also a small
increase for the lower module. The reason is that several particles undergo interactions in the
material of the upper module, initiating small showers of secondaries. Those are registered as
larger signal yield in the lower module.

Multiplicity as particle density estimator

The MiniAMD detector allows for two estimators for the particle density. The particle density is
thereby a function of the shower energy and an important air shower quantity. Further influences
are the distance to the shower core, the primary particle type, and intrinsic shower-to-shower fluc-
tuations. First, the number of units or of stacks triggered per event, also referred to as multiplicity,
is studied as possible estimator. It is expected that an increased particle density will trigger more
detector units. Secondly, the overall signal registered in the detector is investigated.

CORSIKA simulation predictions

As the air shower array is not calibrated, the energy of the shower candidate is unknown. COR-
SIKA simulations are used to roughly verify a proper performance of the demonstrator. The cor-
responding simulations were already introduced in section 7.3.3. The shower core positions are
homogeneously distributed on a circular area. In the circle center, the MiniAMD demonstrator is
located. Additionally, the air shower array stations are assumed as circular detectors. For each
event, all (anti-)muons and electrons/positrons of the shower, which reach the active area of the
units, are registered as a hit with a signal yield of 1 MIP. These simulations provide an estimate of
the expected particle density distribution, but also of the expected unit multiplicity distribution. To
enable a comparison to the measured distribution, the simulated distribution of counts is translated
in a distribution of the event rate.

Based on this consideration, a decreasing event rate is expected for higher unit / stack multiplicity
if the MiniAMD detector response is correlated to the particle density. The event rate is presented
as a function of the cumulative multiplicity for both, number of triggered units and stacks, in figure
9.27. The distributions for data sets of MiniAMD operated in self-triggering mode and in coinci-
dence with the air shower array are compared. For both a decrease with increasing multiplicity
can be found. However, for MiniAMD in self-triggering mode a strong increase for low numbers
of units /stacks is apparent. Small particle densities, as single atmospheric muons, are dominat-
ing. For larger number of triggered units / stacks, both distributions converge. Both measured
distributions agree well with those determined by CORSIKA simulations. The simulated event rate
prediction for both experiments operated in coincidence is slightly higher than the measured rate.
This indicates a lower trigger efficiency for the setup than assumed in the simulations.
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Figure 9.27.: Event rate in Hz as a function of cumulative unit and stack multiplicity of the MiniAMD
demonstrator. Data sets of MiniAMD operated in self-triggering mode and in coincidence
with the air shower array are compared. The first requires one triggered stack. The latter an
additional, external trigger by the air shower array. Poisson statistics is used to determine the
uncertainty of each data point.
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Figure 9.28.: Average signal in MIP as a function of the number of triggered stacks. The average is
calculated for the signal in MIP of all units which have exceeded the threshold. The profile
corresponds to the mean signal of all events for the corresponding stack multiplicity. The
uncertainties refer to the rms of the underlying distribution. The signal is increasing with
an increased number of triggered stacks. A pile-up effect is visible for the maximum stack
multiplicity.

Average signal as particle density estimator

Assuming the detected signal 〈s〉 and the multiplicity as estimator for the particle density, a corre-
lation between both observables is expected. In figure 9.28, the average signal is presented as a
function of the number of triggered stacks. The profile refers to the mean of all events included in
the underlying histogram bin for each multiplicity. The uncertainty bars are referring to the rms of
the distribution. As expected the signal is increasing with an increased number of triggered stacks.
The correlation confirms both observables as possible measure for the particle density contained in
the air shower candidates. The broad signal distribution at the maximum stack multiplicity results
from the pile-up of all events which would have triggered more stacks if available. For MiniAMD
in self-triggering mode, triggers of single stacks by individual muons are dominant. For MiniAMD
operated in coincidence, a large fraction of the events is still included in the lowest stack multi-
plicity bin. A more homogenous distribution to higher multiplicities is depicted. Furthermore, the
distribution of measured signals for each multiplicity bin is narrower for lower numbers of trig-
gered stacks than in the self-triggering mode. However, the profiles of both configurations indicate
a comparable performance in average.
As last step, the event rate as a function of the particle density is discussed. The particle density is
defined, in the scope of this thesis, as the average signal 〈s〉 divided by the MiniAMD area of 1 m2.
It is given in units of MIP/m2. As the particle density is a function of the shower energy, a strong
decrease for higher particle densities is expected which is predicted by the cosmic ray spectrum. Sev-
eral distributions are shown in figure 9.29. First, a data set measured by MiniAMD in self-triggering
mode is presented. It depicts a higher event rate for low densities (smaller than 20MIP/m2). Sec-
ondly, the distribution of data taken in coincidence with the array is shown. The distribution is less
steep in the mentioned density regime and the large deviation is expected due to the stricter trigger
criterion for the coincident setup. Both distributions converge for large densities and depict the
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(a) The measured density distribution is compared to the distribution of the same data corrected
for the non-linearity of the SiPM dynamic range. The correction allows signal yields larger than
the former maximum of 150MIP per event.
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(b) The measured density distribution, corrected for the non-linearity of the SiPM dynamic
range, is compared to the simulated particle density. The density is determined by CORSIKA
air showers. The distribution measured in coincidence can be well described. The self-triggered
distribution is underestimated by the simulation in the low particle density regime.

Figure 9.29.: The average signal 〈s〉 detected by the MiniAMD detector per MiniAMD area is expected to
be an estimator for the particle density. The event rate as a function of the estimated particle
density in units of MIP/m2 is presented. A comparison of MiniAMD operated in coincidence
with the array and in self-triggering mode depicts an increase event rate for low densities for
the latter. Both distributions converge for large densities. Additionally, a simulated density
profile is shown.
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expected decrease in the event rate for increasing particle densities. The measurement indicates
that MiniAMD is able to detect air shower candidates without the need of an external experiment.
Additionally, a simulated density profile, obtained by CORSIKA simulations, is depicted. It is com-
pared to the measured density distribution corrected for the influence of the non-linear dynamic
range of SiPMs.

Influence by the non-linear dynamic range of SiPMs

The highest signals measured in one MiniAMD unit are in the order of 25 MIP per event. Each
MIP corresponds to an average signal of (23.67± 2.47) p.e. detected by each of the eight SiPMs.
The detected number of photons is in the order of 25MIP × 23.67p.e./MIP ≈ 600p.e. However,
the registered signal of a SiPM in p.e. is not directly proportional to the impinging photons (cf.
chapter 4). The applied SiPM type has a total number of cells of 667. The registered amount of
photons is thus in the regime of the dynamic range, which is strongly impaired by saturation effects.
In principle, based on the knowledge of the SiPM behavior a recovery of these signals is possible
[205]. Based on the simple approach presented in equation 4.7 on page 50, a number of photons
corrected for the dynamic range is calculated for each unit of an event. The corrected signal distri-
bution is presented in figure 9.29a. It allows for signal yields larger than the former maximum of
150MIP per event detected so far and indicates the need of the consideration of the dynamic range.

The measured and corrected density distributions for both operation scenarios agree well with the
simulated density profile despite the simple approach that each particle passage corresponds to a
signal of 1MIP. The comparison is depicted in figure 9.29b. The small deviations in the low density
regime of the coincident data set are likely introduced by a trigger inefficiency while requesting an
external trigger by the array. For the low density regime of the self-triggered distribution, measure-
ments depict a significantly stronger contribution than predicted by the simulations. Additionally,
a larger absolute trigger rate is found for the measurements. This may indicate background events
initiated by SiPM darknoise or passages of particles not originating from cosmic ray induced air
showers.
The average signal 〈s〉 distribution is shown in figure 9.30. The distribution includes data measured
by MiniAMD in coincidence with the air shower array. It is presented with an equal bin width in
logarithmic scale. Therefore, the number of events in a bin N is normalized to the average signal
in the corresponding bin

dN
ds
=

dN
d log10(s)

d log10(s)
ds

=
dN

d log10(s)
1

s ln(10)
. (9.14)

The signal is expected to be also a function of the cosmic ray energy. Thus, it should follow the
cosmic ray energy spectrum as a first approximation. Fitting a power law

f (〈s〉) = a1 · 〈s〉a2 (9.15)

to the signal distribution for 〈s〉 larger than 15 MIP, indicates a slope with a value of a2 = −2.52±
0.02. This is, in first order, compatible with the expected spectral index of −2.7.

Energy threshold

Each cosmic ray experiment has its own lower energy threshold for the measurement of air shower
candidates.
The minimum energy is influenced by several geometrical detector properties as the spacing be-
tween detector stations, the size and volume of the detector stations, its solid angle Ω, and effective
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Figure 9.30.: The average signal 〈s〉 detected by the MiniAMD detector is expected to be a function of the
cosmic ray energy. The number of events N , measured in coincidence with the air shower
array, is shown as a function of the average signal detected 〈s〉. The number of events is
normalized to the average signal 〈s〉 of the corresponding bin (cf. equation 9.14). In addition,
a power law fit (cf. equation 9.15) is depicted. See text for discussion.

area Aeff. It depends further on characteristics as the chosen minimal trigger criterion or the band-
width and capability of the electronics. A proper determination to allow for comparisons to other
experiments has to be based on extensive MC simulations or detailed measurements.
The presented CORSIKA simulations are used to determine an estimate for the lower energy thresh-
old for two setups. First, the air shower array is investigated. The measured event rate with a hard-
ware trigger criterion of two stations is 0.033Hz. In simulations, the minimal energy threshold is
varied until the simulated event rate matches the measured event rate. The same trigger criterion
is imposed. The corresponding lower energy threshold is around 50TeV.
The same procedure is applied to the simulated events for the MiniAMD detector. The measured
event rate with a hardware trigger criterion of 2 stacks and a threshold at 2.5 p.e. is 0.51Hz. Trig-
gering two stacks would require at least two muons at the same time. A coincident trigger due
to atmospheric muons only is highly unlikely, so that an event with two stacks in coincident can
be assumed to be an air shower candidate. For this setup, the lower energy threshold is around
100GeV.

9.4.3. Studies of MiniAMD based on array reconstruction

The array allows for a reconstruction of the shower arrival direction due to an excellent timing res-
olution. For the MiniAMD detector, only the timeline of the discriminator states indicates a rough
time distribution but with timebins of 10ns. Therefore, a shower direction cannot be determined
by MiniAMD in self-triggering mode. In figure 9.31, the azimuthal and zenith angular distributions
are compared for events detected in coincidence with the array and for events which have not trig-
gered MiniAMD. The average ratio of the event rate of coincident events compared to all events
registered by the array in the same time period is 44%. Whereas a fraction of 85% of all events,
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Figure 9.31.: Comparison of the angular distribution of events detected in coincidence by the air shower
array and MiniAMD (left) and of events detected by the air shower array only (right). Only
events in time periods in which both experiments were active are studied. Shown is the event
rate as a function of the zenith angle cos(θ ) (bottom) and azimuthal angle φ (top) in degree.

for which the geometry was reconstructed by the array, is also registered by MiniAMD. As for the
reconstruction algorithm more than 2 array stations have to be triggered, the particle density and
thus the probability for a coincident measurement is increased compared to the average ratio. Both
angular distributions depict a comparable behavior. A significantly larger event loss is not visible in
any angular range. A Kolmogorov-Smirnov test confirms that the shape of both distributions is well
compatible. They can be understood as sub-samples of the angular distribution of the independent
array data presented in the previous section 9.3. Both experiments indicate the station multiplicity
and the average signal as important observables for the particle density. As confirmation, the ob-
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(a) Correlation of the number of triggered units in the MiniAMD demonstrator and the number
of triggered stations of the air shower array.
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(b) Correlation of the average signal 〈s〉 registered in the MiniAMD demonstrator and the number
of triggered stations of the air shower array. The signal detected by MiniAMD is defined as the
combined signal of all units above threshold divided by two.

Figure 9.32.: Correlation of important characteristics of MiniAMD and the air shower array. An increase of
the average signal for a larger number of stations is apparent. An increased energy deposit
is thus indicated in both detectors. A correlation of station and unit multiplicity is apparent
indicating that both observables are rising with increasing particle density on ground.
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servables are compared to each other. A correlation with positive correlation coefficient is expected
if the same air shower candidates are investigated. The correlation will be limited as the particle
density distribution is not homogenous within the shower footprint but is steeply falling with the
distance to the shower core. Furthermore, intrinsic fluctuations within the shower and detection
efficiencies of both experiments will influence the result.
First, the number of triggered air shower stations as a function of the triggered MiniAMD units is
presented in figure 9.32a. On average, the graph shows a rising unit multiplicity with increasing
multiplicity of the array. The distribution is dominated by events including two MiniAMD units and
two array stations. In figure 9.32b, the average signal 〈s〉 detected in the MiniAMD is compared
to the number of triggered array stations for all coincident events. The profile depicts the mean of
the underlying distribution in each station multiplicity bin. The uncertainty on each profile point
corresponds to the corresponding rms. The signal in MiniAMD is increasing with increasing num-
ber of stations. The signal distribution for the maximum station multiplicity is broadened due to a
pile-up effect. In figure 9.33a, the correlation of the average signals detected by both experiments
in coincident events is presented. The average signals measured by MiniAMD and by the array,
respectively, show a less significant correlation. A broad distribution is apparent for the low-signal
regime. For events with a large signal a more pronounced correlation becomes visible. To reduce
the amount of background events, the number of array stations needed is increased to three sta-
tions. The MiniAMD trigger still corresponds to at least one stack, where the signal in both units of
the stack exceeds a 2.5 p.e.-threshold, and a trigger of the array in coincidence. The signal distri-
bution of the reduced setup is presented in figure 9.33b. Additionally, a profile depicts the mean of
the underlying distribution in each station multiplicity bin. The uncertainty on each profile point
corresponds to the corresponding rms. A strongly improved correlation can be identified. The event
rate as a function of the station multiplicity is presented in figure 9.34a. In the top figure, the rate is
presented for coincident events. The event rate is exponentially decreasing with station multiplicity.
In the bottom figure, the rate is presented for events only detected by the air shower array. The
distribution is highly dominated by the lowest station multiplicity of two triggered array stations.
Around 92% of all events is included in this bin and around 98% in the first two bins, respectively.
These events correspond to low particle densities as indicated by CORSIKA simulation studies. For
larger station multiplicities, trigger efficiency effects are dominating as sources of the event loss.
The average signal seen by the air shower array as a function of the station multiplicity is presented
in figure 9.34b. Again coincident events are compared to events which are vetoed by MiniAMD.
Both distributions indicate a comparable increase with station multiplicity. A slight, systematic ten-
dency to lower average signals is indicated for the vetoed events for small station multiplicities. For
larger station multiplicities, they are compatible within the uncertainty bars.

As a summary, both experiments react, as expected, comparable to the same air shower candi-
dates. This proves the ability of MiniAMD not only to detect but also to study important air shower
characteristics.
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(a) Data set including events at which at least two array stations and at least one MiniAMD stack
are triggered.
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(b) Data set including only events at which at least three array stations and at least one MiniAMD
stack are triggered.

Figure 9.33.: Correlation of the average signal measured by the MiniAMD demonstrator in units of MIP and
the average pulse height measured by triggered stations of the air shower array in mV.
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Figure 9.34.: Comparison of the event rate as a function of the station multiplicity and as a function of the
average signal seen by the air shower array for events which are also detected by MiniAMD
and for events which are only registered by the air shower array. Only events in time periods
in which both experiments were active are studied.

9.5. Discriminator status

Besides the signal in ADC count of each unit (ADC event), the time trace of the binary status of the
discriminators (discri event) can be used to study the events registered by the MiniAMD detector.
The first is referred to as integration method, the latter as counting method. An active discriminator
status corresponds to a signal larger than the imposed threshold. The status becomes inactive while
the signal falls again below the threshold. The time a discriminator is active is referred to as time
over threshold tth. A counting of particle passages is possible if the particle density is small and a
distinction between signals of individual particles is feasible.
A discri event consists of the timeline of the discriminator status of all MiniAMD units in 10ns
timebins. In each discri event, 128 timebins are included. Further stored information are the event
time and number.
Three different configurations can be requested by enabling the corresponding configuration bits
of the readout:

1. Discriminator events are generated and stored even if the buffers of the corresponding ADC
event is full.

2. Discriminator events are synchronized with respect to the ADC events. As option, triggers are
only processed and stored when an event of both types can be generated.

3. Discriminator events are synchronized with respect to received external triggers. As option,
the discri events are automatically stored if an external trigger has been received. This is
regardless of the actual MiniAMD state. Thus, empty discri events will be included in the
data stream. The event number will refer to all external triggers received. A small probability
of a mismatching of the discri events to the ADC event is identified. A fraction of 3% of all
events were not stored in the discriminator trace. The reason is an overflow in the discri event
buffer.

In this section, discri events registered by the MiniAMD detector, which is operated in coincidence
with the air shower array, are discussed. Thus, the third configuration is chosen. The timestamp of
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the first time in the discriminator trace. Events of all units
are included. A sharp peak at 300 ns can be confirmed.
The time refers to the delay of the air shower array trigger
due to cables.

Figure 9.35.: Comparison of timestamps referring to matching ADC and discri event registered by the
MiniAMD detector. The detector was operated in coincidence with the air shower array.

the ADC event is defined by the signal of a detector unit above threshold. To determine if an event
has fulfilled the trigger requirements, the first 64 time bins of the discriminator trace are taken into
account while later time bins are not included in this decision. A further delay of 300ns is expected
due to the long cables used to form an external trigger by the array and to feed the signal to the
MiniAMD detector. This results in an expected offset between the timestamp of the registered ADC
and discri event of 64 timebins+300 ns= (640+300)ns≈ 1µs. This is confirmed by comparisons
of the timestamps for coincident ADC and discri events as shown in figure 9.35a. Additionally, in
figure 9.35b is the distribution of the timestamp at which the threshold was exceeded for the first
time in the discriminator trace. In the data set, all units of the MiniAMD detector are included. The
tail to delayed timestamps indicates the temporal extension of air showers over several O (10 ns).
A deviation in the first timestamp between individual units is not found. Besides the start of an
event, the time over threshold tth is of particular interest. It increases with deposited energy and
the number of particles arriving.

Presented in figure 9.36, is the comparison of the number of events as a function of the time over
threshold tth for three configurations. In pink, measurements performed with the muon tomograph
as external detector are presented. The setup and further analyses within this context are discussed
in section 8.4. The data set includes only single particles which are triggered by MiniAMD. An ex-
ternal trigger in coincidence was requested. A sharp peak around tth = 80 ns is apparent.
The maximum of the muon tomograph distribution is normalized to the maximum of the one ob-
tained by the MiniAMD demonstrator operated in coincidence with the air shower array. Here,
the trigger criterion for MiniAMD is at least one triggered stack with a discriminator threshold of
2.5 p.e. The time over threshold for all units of the events are included in the data set. Three
components are apparent. The single particle component around tth = 80 ns, a longer time com-
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Figure 9.36.: Comparison of the number of events as a function of the time over threshold tth for three
configurations. In blue, the number of events is shown for the MiniAMD demonstrator operated
in coincidence with the air shower array. In green, the same data set is shown, but only units,
included in a triggered stack, are taken into account. In pink, measurements performed
within the muon tomograph are presented. They are normalized to the maximum of the blue
histogram. Three components are visible: Low-signal component, single atmospheric muons
and air shower candidates. See text for more information.

ponent corresponding to air shower candidates and a low-signal component with a shorter time
over threshold. The latter is assumed to be clipping muons or low energetic background particles
which deposit only a small amount of energy. Of those, only clipping muons are also visible in the
measurements in coincidence with the muon tomograph. As the overall amount of brief events is
strongly reduced by an order of magnitude compared to measurements with the air shower array,
a strong contribution of a further low-signal component is indicated. Furthermore, a significant
increase of the 10 ns bin is apparent. It is assumed to refer to darknoise events. The threshold
of 2.5 p.e. is chosen at the lower limit in terms of purity with a signal to noise ratio of roughly
1. Besides choosing a stricter threshold, also including the information on the time over threshold
can be used to increase the purity of the data set. This has to be studied in more detail in future
analyses. In green, the same data set is shown, but only units included in a triggered stack are
taken into account. Thereby, a large amount of background events can be suppressed but also at-
mospheric muons are lost. The large time component of air shower candidates is unchanged. To
study the potential of the discriminator state for future analyses, the signal in MIP generated by the
ADC event is compared to the number of active discriminators in figure 9.37. The signal of the ADC
event corresponds to the sum of the signal in MIP registered in all units above threshold. Figure
9.37a and 9.37b depict only events for which the first registered active state of the discriminators
is taken into account. Thus, the maximum achievable number of active discriminators refers to
events at which all 16 units were above threshold. A clear correlation between the signal in MIP
and the discriminator status is visible. However, the correlation is not linear as indicated by the
profile in figure 9.37a. The data points of the profile refer to the average of all events included in
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(a) Zoom on the correlation between the number of active discriminators and the signal in MIP. The correlation is
visible up to the maximum achievable 16 discriminators above threshold. For the data set, only the first discriminator
status is taken into account. The data points of the profile refer to the average of all events included in the underlying
2D histogram. The uncertainty bars correspond to the rms of the event distribution.
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(c) The sum of all active discriminators in the timeline of
an event is shown as a function of the signal yield in MIP.

Figure 9.37.: Correlation of number of events determined by the discriminator status and by the ADC event.
The latter corresponds to the sum of the signal in MIP registered in all units above threshold.
The data were taken in coincidence with the air shower array. The hardware trigger criterion
is one triggered stack with a discriminator threshold of 2.5 p.e. in the MiniAMD detector and
an external trigger received from the array.
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Figure 9.38.: Comparison of number of stacks registered in the discri and in the ADC event.
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(b) Correlation of the time over threshold for the up-
per and the lower unit in a triggered stack.

Figure 9.39.: The time over threshold as important quantity for future cosmic ray air shower analyses.

the underlying 2D histogram. The uncertainty bars correspond to the rms of the event distribution.
First, the signal in MIP is reduced compared to the discriminator state. Low-signal particle and MIP
particle passages result in the same discriminator state if exceeding the threshold. For increased
signal yields, at a signal yield of roughly 8 MIP, the discriminator state starts to underestimate the
amount of traversing particles. Individual particle passages cannot be identified anymore. In figure
9.37b, all discri events are presented which would have been registered if a more relaxed trigger
criterion of at least one unit instead of a complete stack over threshold had been required. As no
coincident ADC event was generated, these events lie within the zero signal bin region. The more
relaxed criterion would have increased the number of coincidence events by 12%. Up to five units
were triggered without producing a stack trigger. Figure 9.37c takes the complete timeline into
account allowing several active states of a detector unit. A plateau for signal yields between 25 and
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9.6. Conclusions - MiniAMD as universal charged particle detector

45 MIP is followed by a slow increase for an increasing signal registered in the ADC event. The rise
is introduced by air shower candidates initiating not only a higher particle density but also a larger
temporal extension.
As the timeline is larger than the integration time of the ADC event, the discri events include par-
ticle passages not accessible for the ADC event. This is depicted in figure 9.38. A strong linear
correlation with a factor equal to one between both event types is indicated. A small fraction of
events (O (10%)) registers an increased number of triggered stacks for the counting method. No
event with an increased number of stack in the ADC event is found. This proves a good functional
matching of both event types.
For a larger particle density, the counting of active discriminator states is not efficient. However,
the time over threshold is also increasing with signal yield and can be utilized for future analyses.
In figure 9.39a, the time over threshold distribution is shown as a function of the signal in MIP de-
tected in the corresponding unit. At larger signal yield, several particles may traverse a unit. Those
don’t arrive simultaneously at the unit and the resulting photon distribution at the SiPM will be
extended. In figure 9.39b, a comparison of the time over threshold measured by the upper and the
lower unit in a triggered stack are presented. A linear correlation with a correlation factor equal
to one is determined. Large deviations within the time response indicate clipping muons which
deposit less energy in only one unit or coincident events of a MIP particle and a background event.

The presented studies of the discriminator status confirm that MiniAMD allows not only informa-
tion on the integrated charge, but also for additional information based on the time over threshold
of the discriminator. Both observables depend on the deposited energy and thus on the number of
impinging particles. A combined analysis may improve the ability to study particles.

9.6. Conclusions - MiniAMD as universal charged particle detector

Important performance parameters of the MiniAMD prototype are summarized in the following.

1. The MiniAMD detector is well understood and characterized. It allows for a continous moni-
toring of important operation parameters.

2. The signal yield of the MiniAMD detector can be best estimated by the average signal of both
modules 〈s〉= (s1 + s2)/2.

3. The lower module indicates a slightly increased signal yield, probably due to secondaries
produced in the traversed material.

4. The event rate registered by individual units is 12.7Hz while MiniAMD is operated in self-
triggering mode. This is well comparable to the expected atmospheric muon rate.

5. The average signal is increasing with the number of triggered units or stacks. The event
rate is decreasing. All three observables, the average signal and both multiplicity types, are
confirmed to be estimators of the particle density.

6. The average signal can be described as a function of the cosmic ray energy.

7. The MiniAMD detector is sufficiently detecting air shower candidates, with and without op-
erated in coincidence with an external experiment.

Besides the ability to detect cosmic ray air showers and atmospheric muons, the presented studies
demonstrate that MiniAMD is a perfect device to study charged particles in general. It is highly
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Chapter 9. MiniAMD - a small and mobile universal muon detector

sensitive to particle passages for a wide range of impinging particles. Both modules can be inde-
pendently operated and positioned. Besides its standalone performance, it can be used as trigger
or veto device for an external detector.
An exemplary application is the current test stand in Aachen for the Surface Scintillator Detector
(SSD) of the AugerPrime upgrade of the Pierre Auger Observatory. For information on the on-
going upgrade, please see section 3.4. In total, 135 SSDs will be manufactured and assembled in
the mechanical workshop of the Physics Institute III A of the RWTH Aachen University. A proce-
dure, that utilizes MiniAMD, has been developed to validate the performance of each SSD detector
individually before shipment. The procedure is presented in [206] and is based on the detection
of atmospheric muons. The SSD is located between the two MiniAMD modules with both modules
having a fixed vertical distance of 1 m to each other. By requesting a single stack of MiniAMD as
trigger for the SSD, mainly vertical muons are registered. Both halves of the SSD are tested indi-
vidually. The detected signal yield should be comparable between both halves of an individual SSD
and comparable to the average signal yield of all tested SSD modules.
For a future application of the MiniAMD among its successful use as trigger and test device, the
installation of a lab course experiment is a promising candidate. With both modules being robust,
but lightweight, students can easily study characteristics of atmospheric muons or shielding effects
with absorber introduced between both modules.
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CHAPTER10
Reconstruction of number of muons in air showers

The main aim of the AugerPrime upgrade (cf. chapter 3.4) of the Pierre Auger Observatory (cf.
chapter 3) is an improved determination of the chemical composition of ultra-high energy cosmic
rays (UHECR). The construction of an additional scintillator detector on top of each of the existing
water-Cherenkov (WCD) detector stations of the surface detector (SD, cf. chapter 3.1) will make a
decisive contribution. Thereby, an improved distinction between the muonic and the electromag-
netic component of an air shower will be enabled. In [207], a first simple algorithm is presented
which is based on the different response of the individual detectors to the same air shower parti-
cles. It aims to obtain a parameter correlated with the number of muons which reaches the ground.
This so-called matrix formalism has a minimal dependence on hadronic interaction models. A short
introduction of the algorithm will be given in the beginning of this chapter. In the following, the
algorithm is adapted to give a first impression of the performance of a large-scale detector with
SiPM readout for the reconstruction of the number of muons. The concept of this Aachen Muon
Detector (AMD, cf. section 6.4) comprises the detector units (cf. chapter 6) presented in this thesis.
It was originally designed as an alternative proposal for the AugerPrime upgrade. For this study,
the scintillator-based detector is located underneath the WCD stations. The WCD station acts as a
shielding of the electromagnetic component. Systematic uncertainties and existing biases will not
be discussed in this chapter. The study is intended to give a general overview of the reconstruction
capability of the detector concept presented. An analysis on the determination power of the primary
particle type will not be given. The structure of the analysis will follow the analysis presented in
[207] with minor modifications.

10.1. Matrix formalism

As a first approach, the matrix formalism is chosen for the investigation of simulated detector data
in this thesis. The algorithm is based on the total signal of each WCD and scintillator detector
station, e.g. the sum of the observed light yield at the SiPM of each detector unit of a scintillator
detector station1. Therefore, it does not benefit from the multi-channel design of the scintillator
detector. A future analysis may aim at a multi-variate approach which should be optimized for
the chosen photosensors, electronics, and layout. This will enhance the presented performance.

1A discussion of the total signal of each detector type and its corresponding physical unit is discussed later in this section.
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Chapter 10. Reconstruction of number of muons in air showers

However, the matrix formalism allows to study the ability of an exemplary detector layout on the
reconstruction of the number of muons as mass-sensitive observable. A direct relation between
detector observables at ground to physical parameters as the particle fluxes of the electromagnetic2

and muonic3 component is enabled. The formalism was originally developed for the analysis of a
double layered WCD station [208]. The algorithm is based on the idea that the electromagnetic
(em) and the muonic (µ) component will result in different signal yields in an extended detector.
It has been successfully adapted by simulations for the reconstruction of the muonic signal contri-
bution in air showers detected by two detector stations: The surface detector stations (SSD) and the
water-Cherenkov detector stations of the AugerPrime upgrade. Both stations are located at the same
position on top of each other. The same part of the shower is simultaneously studied, but yields
different responses in the complementary detectors. The detailed analysis is presented in the doc-
toral thesis of David Schmidt [207]. To allow an adaption to the detector presented in this thesis,
a comparable setup is chosen. Main difference is that the detector is located underneath and not
above a WCD station. The signal of the scintillator detector under study is referred to as Sscin, the
signal of the WCD station as Swcd. These are the detector observables which are directly accessible
in a real experiment.
The complete signal in each detector station is a combination of the signal introduced by the indi-
vidual components.

Sem = Sem
scin + Sem

wcd (10.1)

Sµ = Sµscin + Sµwcd , (10.2)

whereby Sem is referring to the electromagnetic component and Sµ to the muonic component. The

contribution of the individual components, Sem/µ
scin and Sem/µ

wcd , are not directly accessible in a real
experiment.
They have to be derived by the inversion of a matrix which relates the physical (Sem and Sµ) and
the detector (Sscin and Swcd) observables

 

Sscin

Swcd

!

=

 

a b

1− a 1− b

! 

Sem

Sµ

!

(10.3)

where

a =
Sem

scin

Sem
scin + Sem

wcd

�

Fraction of total electromagnetic signal measured by scintillator (10.4)

b =
Sµscin

Sµscin + Sµwcd

�

Fraction of total muonic signal measured by scintillator . (10.5)

By means of inversion, the physical signals can be independently expressed as a linear combi-
nation of the real detector observables. The electromagnetic and muonic signal measured by the
water-Cherenkov detector can be expressed as

Sem
wcd =

1− a
a− b

(−(b− 1)Sscin − bSwcd) (10.6)

Sµwcd =
1− b
a− b

((a− 1)Sscin + aSwcd) (10.7)

2electrons, positrons and photons
3muons and anti-muons
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and for the scintillator-based detector as

Sem
scin =

a
a− b

(−(b− 1)Sscin − bSwcd) (10.8)

Sµscin =
b

a− b
((a− 1)Sscin + aSwcd) . (10.9)

In the following, the reconstruction capability of the muonic component in the WCD stations,
Sµwcd (cf. equation 10.7), by a combined measurement of the SD and the scintillator-based detector
is examined as an example.

10.1.1. Particle number conversion into signal

The signals of the WCD station and the scintillator-based detector are both depending on the path
length of the particles through the detector. Thus, the signal of the WCD station is given in units of
vertical equivalent muons (VEM). For the scintillator-based detector, the signal is given in units of
vertical minimum ionizing particles (VMIP). It is expected that the signal of an individual particle in
the scintillator increases with∝ cos(θ ), as discussed for example in figure 8.23. For a single parti-
cle event, θ refers to the zenith angle of the individual particle. For an air shower, the dependency
can be approximated by θ referring to the shower zenith angle.
Both signals are assumed to be proportional to the real energy deposit by particles within the de-
tector material. For the WCD station one VEM corresponds approximately to an energy deposit4

of 240 MeV, while one VMIP corresponds to approximately 1 MeV energy deposit in the scintillator
detector (cf. section 6.3).

10.2. Simulation setup

The performance of the detector for high-energy cosmic rays is studied by means of air shower
simulations, performed by the CORSIKA framework [186]. A fixed library is used to quantify the re-
sponse at station-level. Therefore, individual air showers for two energies (1019 eV and 1019.8 eV),
one reference zenith angle (θ = 38 ◦) and one hadronic interactions model (Epos-LHC [209]) were
produced for two types of primaries (proton and iron or p and Fe). For the lower energy 200 indi-
vidual showers, for the higher energy 100 showers were each distributed randomly on a simulated
detector array. The showers are reused to increase the statistics. The lower energy showers are
placed twice randomly on a simulated detector array, the higher energy showers are placed four
times. The studied detector array layout corresponds to the regular SD array of the Pierre Auger
Observatory. Additionally, 24 artificial stations are included in the array at a 1000m distance to
the shower core. This dense station ring will be explained in more detail in section 10.3.3. In-
stead of studying the WCD stations only, the described scintillator detector is also included at the
WCD position. Both detectors at the same position are referred to as a detector pair in the following.

When simulating extensive air showers of high energy, a large number of particles needs to be
tracked during the shower development in the atmosphere. To reduce the needed computing re-
sources, a thinning procedure5 is applied within CORSIKA [186, 210].

4assuming a WCD attenuation coefficient of ≈ 120 g/cm2 of 240 MeV for vertical particles and a muon energy loss of
2MeV/(g/cm2)

5The procedure is applied to all secondary particles with energies E below a certain fraction of the primary energy E0.
This fraction is defined as the thinning level εthin = E/E0 and can be modified by the user. If an interaction takes places,
in which thinning becomes active, only one particle is selected at random. All further secondary particles produced
in the interaction are discarded. This randomly chosen particle has a survival probability of pi and is considered as
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CORSIKA Auger
Offline

framework

scintillator
detector 

simulation

primaries: proton / iron
energy: 10   eV / 10     eV 
zenith angle: 38°
had. int. model: Epos LHC

200 low-energy showers
100 high-energy showers

19 19.8
regular SD array 
+ additional 24 stations 
   at 1000 m distance

information stored:
WCD response & particles 
arriving at steel-housing

several replacements
of each shower

each WCD station is 
accompanied by an AMD station 

each AMD station comprises
52 units of layout 2

active area: 4.68 m≤

signal S:
all particles arriving within 2 µs

iS = � S  /VMIP of all units

Figure 10.1.: Sketch of the simulation procedure. First, CORSIKA showers are simulated for two energies
(1019 eV and 1019.8 eV), one reference zenith angle (θ = 38 ◦), one hadronic interaction model
(Epos-LHC) and two types of primaries (proton and iron or p and Fe). These showers are
randomly placed onto the regular SD array with additional 24 stations in a dense ring at
the reference distance to the shower core of 1000m. The WCD station response is stored.
Additionally, all particles leaving the WCD station bottom are registered. These particles
are injected in the scintillator detector simulation framework. Thereby, each WCD station
is accompanied by one AMD detector. The particles have a starting position on top of the
steel-housing. The light yields of the 52 scintillator detector units of each AMD station are
stored and converted into a total signal S in VMIP. See text for more information.

At detector level, the air shower particles have to be resampled to attain the correct average amount
of particles which would have reached the detector for an unthinned shower. Therefore, a resam-
pling method is applied within the Offline framework [211] of the Pierre Auger Observatory. A
detailed description of the method is given in [212]. Most important for the work in this thesis
is thereby the definition of a resampling area. Only in these regions of the array the unthinning
procedure is performed. In a standard setup, these would correspond to the active area of the WCD
stations. As the scintillator-based detector is underneath the WCD detector, the resampling area has
been enlarged within the CachedShowerGenerator module of the Offline framework by the author
of this thesis. By a further modification of the framework within the G4TankSimulatorOG module, it
was enabled that all information about the particles leaving the WCD station bottom is stored. The
information comprise their position, direction, energy, and particle type. These particles are then
inserted into the detector simulation framework developed in the scope of this thesis (cf. chapter
7). The particle start position is located at the top of the steel-housing of the scintillator detector.
For the WCD stations, no modification of the Offline framework is needed. The framework allows
access to the information on the reconstructed response of the WCD stations. Also, the initial par-

representative for the further development of the air shower. To account for energy conservation, a weight wi = 1/pi

is allocated to the particle.
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Figure 10.2.: Share of the electromagnetic component in the total signal yield as a function of the detector
unit id of the scintillator detector located underneath a WCD station. The WCD radius
corresponds to the width of roughly 6 detector units. The distribution includes 400 proton
showers with an energy of 1019 eV and an incident angle of 38 ◦. All showers were simulated
with CORSIKA and the hadronic interaction model Epos-LHC.

ticles injected in the stations can be investigated. An overview of the simulation procedure is given
in figure 10.1.

10.2.1. Scintillator detector

The water of the WCD station will provide shielding of the electromagnetic component for the scin-
tillator detector with an attenuation coefficient of ≈ 120g/cm2 for vertical particles. The following
steel-housing provides an additional shielding by≈ 10g/cm2 for vertical particles. However, for in-
clined showers particles will enter the WCD station from the side and the slant depth of the absorber,
which some particles traverse, will be reduced. Consequently, the electromagnetic contamination
will be strongly enhanced. Besides the shielding of the electromagnetic component, also muons
will be attenuated in the absorbers. Assuming a muon energy loss of 2MeV/(g/cm2), the minimum
kinetic energy for a vertical muon to reach the active area of the scintillator detector is roughly
260MeV. As indicated in figure 7.13, most of the muons have a larger kinetic energy and will thus
be able to reach the scintillator detector. Also indicated in the figure are the energy thresholds
applied by CORSIKA for each particle type.

As the matrix formalism is based on the total signal of the scintillator detector, a detector lay-
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Figure 10.3.: Arrival time of the particles reaching the active area of the scintillator detector. The arrival
times are given relative to the timestamp of the first particle arriving at the station. The
highest particle rate is within the first 100 ns. The majority of the muons arrives within the
first 1000ns. The distributions include 400 proton showers with an energy of 1019 eV and an
incident angle of 38 ◦. All showers were simulated with CORSIKA and the hadronic interaction
model Epos-LHC.

out is selected that exhibits a distribution of electromagnetic contamination as uniform as possible.
It is comparable to the AMD layout presented in section 6.4 and in figure 6.8. It comprises a steel-
housing in which trays of detector units of layout 2 are located. Eight trays are carrying eight units
each. However, the further presented layout was designed for the routing of clear waveguides as
used for units of layout 1. For units of layout 2, a spacing of 1 cm between detector units in a tray
and a tray width of 32cm are chosen. Thereby, the same active area but a more compact layout is
achieved. The outer dimensions of the active scintillator detector area is reduced6 to 2.5× 2.5m2.
The radius of the WCD station is 1.8m. In figure 10.2, the share of the electromagnetic component
in the total signal is presented as a function of the detector unit id. The distribution includes proton
showers with an energy of 1019 eV and an incident angle of 38 ◦. These showers were simulated
with CORSIKA and the hadronic interaction model Epos-LHC. Even for the compact layout, the three
units in each corner of the scintillator detector depict an enhanced contribution of the electromag-
netic component. Therefore for the simple analysis ansatz presented, only the 52 central units of
the 64 total units are taken into account. This corresponds to an active area of Ascin = 4.68 m2. The
electromagnetic contamination is increasing from 0.4 to 0.6 from the inner to the outermost units.
The average share of the electromagnetic component is 0.48± 0.01.
Even if not utilized in the scope of this thesis, the different response of the detector units in the cor-
ner allows for additional information on the shower and should be included in future analysis. In
principle, the matrix method can be applied to the AMD detector itself. The units in the corner and
the units completely covered by the WCD would yield different responses to the same air shower.
This is one of the advantages of a multi-channel detector.

6compared to 3× 3 m2 in section 6.4
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No proper SiPM and electronics simulation will be applied for the presented study. The total sig-
nal of the scintillator detector is the sum of all photons registered at the SiPM within the first 2µs
after the first particle arrived at the corresponding station. The time window roughly refers to the
maximum reasonable integration window as would be used in the electronics. As depicted in figure
10.3, the majority of the muons arrives within the requested time window (within the first 500ns
with its peak at 50ns). This is the same for electrons/positrons. Photons and further particle types
arrive also later at the scintillator. The distributions in the figure include information of all particles
reaching the active area of the scintillator detector stations of the regular array for proton showers
with an energy of 1019 eV and an incident angle of 38 ◦. Photons with an energy > 100keV are the
most abundant particles in the shower reaching the scintillator detector station, followed by muons
and electrons. However, only a few percent of the photons will result in a detectable signal in the
scintillator material, since their energy is small.

10.3. Station-level evaluation

The matrix parameters refer to the fraction of the electromagnetic and of the muonic component
detected by the scintillator detector and the WCD. For their determination within the scope of this
thesis, the average response of both detectors (WCD and AMD) to 400 proton showers are studied.

10.3.1. Matrix parameters

First, the average signal yield for a passage of an (anti-) muon, electrons/positron or photon is
determined for each detector individually. Then, for each detector pair in each shower, the muonic
signal yields Sµscin and Sµwcd are calculated. They are approximated by the amount of muons travers-
ing the active area of the corresponding detector multiplied by the average signal yield per muon
without taking fluctuations into account. The electromagnetic signal yields Sem

scin and Sem
wcd corre-

spond to the the signals introduced by photons and electrons/positrons. Again, both components
are multiplied by the average signal yield per particle passage without taking fluctuations into ac-
count. For both detectors, the total signal (for example Swcd = Sµwcd+Sem

wcd) can be well reproduced
by this estimation. The distributions of both parameters a and b (cf. equations 10.4 and 10.5)
for stations, located at a distance to the shower core at 1000 m, are presented in figure 10.4a and
10.4b, respectively.
The matrix parameter b is symmetrically distributed with an average value of b = 0.32. The distri-
bution has a width of 0.09. The value is well compatible to a pure geometry-based calculation for
b(θ = 0), comparing only the effective areas

b(θ = 0) =
Ascin

Ascin + Awcd
(10.10)

=
4.68m2

4.68 m2 + 10m2
(10.11)

≈ 0.32 . (10.12)

The matrix parameter a depicts an asymmetry to higher values of a. This can be understood as
the deviation in the electromagnetic contamination in different parts of the detector as discussed
in figure 10.2. The average value of a = 0.16 is used for the following analysis. The distribution
has a width of 0.06. The distributions of parameter a and b as a function of distance to the shower
core are depicted in figure 10.4c and 10.4d, respectively. At distances close to the shower core, the
distributions are symmetrical. For larger distances, asymmetries are observed as the particle density
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Figure 10.4.: Determination of the matrix parameters a and b by the average response of both detectors
in individual detector pairs. The distributions include 400 proton showers with an energy of
1019 eV and an incident angle of 38 ◦. All showers were simulated with CORSIKA and the
hadronic interaction model Epos-LHC. See text for more information.
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Figure 10.5.: Fraction of scintillator detector stations with a signal yield Sscin ≥ 1VMIP as a function of the
distance to shower core. At a distance of 1200 m, 95% of all stations exhibit the requested
signal yield. At a distance of 1800 m, the fraction is reduced to 50%. The distributions include
400 proton showers with an energy of 1019 eV and an incident angle of 38 ◦. All showers were
simulated with CORSIKA and the hadronic interaction model Epos-LHC.

is strongly decreasing and fluctuations within the signal yield are dominating7. For example, indi-
vidual scintillator stations do not register any signal, resulting into zero values of both parameters.
The missing signal in the scintillator is mainly driven by the reduced area of the scintillator detector
and, consequently, by the limited coverage of the WCD station area. These distances will also cor-
respond to the distances at which a reduced trigger probability of a stand-alone scintillator detector
is expected. There are also detector pairs where muon trajectories only intersect the scintillator
detector and not the WCD station. These stations are represented by a parameter b equal 1. They
are located at a large distance to the shower core and are subject to the fluctuations introduced by
the low particle density.

10.3.2. Trigger probability

Assuming the most simple trigger criterion of the total signal Sscin ≥ 1VMIP, the trigger probability
of the scintillator detector will decrease with increasing distance to the shower core as the particle
density is reduced. This quantity is important if the detector is operated independently of the
existing WCD station and no external trigger is applied. The trigger probability is approximated by
the fraction of stations with a signal greater than 1 VMIP S≥1 VMIP to the total amount of stations
Stotal. The fraction is shown as a function of the lateral distance in figure 10.5 for proton showers
with an energy of 1019 eV, an inclination angle of 38 ◦ and simulated with the hadronic interaction
model Epos-LHC. At a distance of 1000m first stations are affected. At a distance of 1200m and
of 1800m the fraction drops to 95% and to 50%, respectively. In table 10.1, showers with proton
and iron as primaries are summarized for two different primary energies of 1019 eV and 1019.8 eV.

7The discrete structures for matrix parameter b result from the small number of muons in a station, whereby the signal
per muon is assumed to be a constant value in this estimation.
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Chapter 10. Reconstruction of number of muons in air showers

primary type primary energy / eV
r / m at which S≥1 VMIP

Sall
=

0.95 0.5

proton
1019 1200 1800

1019.8 1800 2400

iron
1019 1400 1900

1019.8 1800 2500

Table 10.1.: Summary of the distance above which the fraction of stations with a signal greater than 1
VMIP S≥1 VMIP drops to 95% or 50% compared to all stations.
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(a) A cosine function is fitted on the signal of the WCD
stations in the dense ring. By applying the correction, they
are distributed around the average value of the signals.
The corrected data points can be used to determine the
uncertainty on the MC WCD signal at 1000m.
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(b) The signal of the scintillator detector is dominated by
the muonic component and depicts no significant azimuth
dependency. No correction is applied.

Figure 10.6.: MC signal of the WCD and scintillator detector stations of the dense ring at a distance to
shower core 1000m as a function of their azimuthal position in respect to the shower azimuth
is presented. The distributions include 400 proton showers with an energy of 1019 eV and an
incident angle of 38 ◦. All showers were simulated with CORSIKA and the hadronic interaction
model Epos-LHC.

Compared to proton showers with the same energy, the distances at which the fraction of stations
drops below 95% and 50% are larger for iron showers. This is expected as a larger number of muons
is produced in iron showers. The same applies to showers with higher energies. Therefore, a stand-
alone operation of the scintillator detector is feasible for high energy showers, but challenging for
showers with low energies.

10.3.3. Ability of the reconstruction of the muonic signals in WCD stations at
1000 m

First, the matrix formalism is applied to individual pairs of WCD and scintillator detector at a ref-
erence distance of 1000m. Therefore, an additional dense ring of 24 stations at a distance to the
shower core of r = 1000 m is introduced in the simulation of the regular SD array grid to increase
statistics. This distance refers to the estimator of the shower size, S(1000) (refer to section 3.1
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(a) A 3D model of the signal distribution on ground. The
color code refers to the arrival time distribution (blue -
early / red -late). The blue and white line represents the
MC and reconstructed arrival direction, respectively.
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(b) Bird’s eye view of the signal distribution on ground.
The color code refers to the arrival time distribution (blue
- early / green -late). The red and black lines represent
the MC and reconstructed arrival directions, respectively.
The footprint on ground is elliptical as showers with an
inclination angle of θ = 38 ◦ are studied.

Figure 10.7.: Shown is a simulated shower with an energy of E = 1019 eV, an inclination angle of θ = 38 ◦

and an azimuth angle of φ = 268 ◦ located on the surface detector grid of the Pierre Auger
Observatory. The 24 artificial stations located on the dense ring are represented by grey circles.
In both figures, the individual stations of the dense ring are difficult to identify because they
stand unusually close to each other compared to the grid distance of the regular SD array.
The regular stations have a color code corresponding to the shower front arrival time. The
circle size corresponds to the amount of signal detected in the WCD station. The SD array
allows for the excellent reconstruction of the shower arrival direction, also indicated in both
figures.

for more information). The stations are arranged in a circle around the shower axis in the shower
detector plane (cf. figure 3.8) with an equal distance between stations.
The ring at a distance of r = 1000 m can be used to estimate the mean value and the uncertainty

on the scintillator and WCD detector signals. In the scope of this study, these signals refer to the
Monte Carlo (MC) signals. For both detectors the fraction of the total detected signal, which is
derived exclusively from muon passages, is known in simulations. This fraction defines the MC
muonic signal. Deviations in the signal correspond to the fluctuations in the number of muons and
to the fluctuations of the energy deposit at each muon passage. For a reference zenith angle of 38 ◦,
it is expected that the MC signal of each WCD station has to be first corrected for its dependency
on the azimuth angle. Depending on the position of the station with respect to the azimuth angle
φ, a different amount of atmosphere is traversed, which would artificially increase the uncertainty
on the registered signal. Exemplary in figure 10.6a, the MC WCD station signal as a function of its
azimuthal position is presented. A cosine function of the form 〈S1000〉+ c × cos(φ) is fitted to the
simulated data points. The signal in each station is then corrected for the bias (cf. figure 10.6).
Now, the variance of the corrected signals of all stations in the ring is calculated. The uncertainty
is then defined by σS = variance/

p

〈S〉 with 〈S〉 being the average signal in all 24 stations.
For the scintillator detector, no correction is applied as the atmospheric absorption is less apparent
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(a) Ability of the reconstruction of the muonic signal in individual WCD stations for proton
primaries. The matrix formalism allows for a good reconstruction performance in average
with a small bias of 0.05 but with a rather large resolution of 114%.
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(b) Shown are MC and reconstructed muonic signals for the WCD stations located at
a distance to shower core of 1000m for both types of primaries. The MC and recon-
structed distributions are represented by solids and dashed lines, respectively. The
calculation of the figure of merit for the discrimination of proton and iron primaries is
based on the mean and the width of the individual WCD distributions.

Figure 10.8.: Reconstruction of the muonic signal for individual WCD stations in simulated air showers.
Presented are proton and iron showers with a primary energy of 1019 eV and an incidence
angle of 38 ◦. All showers were simulated with CORSIKA and the hadronic interaction model
Epos-LHC.
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for the muonic signal. The signal does not depict a dependency on the azimuthal position of the
station, as is shown in figure 10.6b. The same showers are used to determine the MC signals of the
individual detectors.
An example of a single-event view as provided by the EventBrowser of the Offline framework is
presented in figure 10.7a as a 3D model and in 10.7b from a bird’s-eye view. Shown is a shower
with an energy of E = 1019 eV, an inclination angle of θ = 38 ◦ and an azimuth angle of φ = 268 ◦.
The 24 additional stations located on the dense ring are represented by grey circles. The regular
stations have a color code corresponding to the shower front arrival time. For all stations, the area
of the circle refers to the amount of signal detected at each station. As expected, the steeply falling
particle density with increasing distance to the shower core becomes visible. Additionally, the MC
and the reconstructed arrival direction are indicated by a blue and white line (cf. figure 10.7a) or
a red and a black line (cf. figure 10.7b), respectively.
In a real detector setup, the MC muonic signal is not accessible. Therefore, for each detector pair
at a distance to shower core of 1000 m, the reconstructed muonic signal in the WCD station is
determined according to equation 10.7. The reconstructed muonic signal in the WCD station is
compared to the MC signal, calculated by the average MC muonic signal registered in all WCD de-
tector stations at a distance of 1000m. For all shower configurations, the same matrix parameters
a and b as calculated in section 10.3.1 are applied. The deviation between MC and reconstructed
muonic signals is presented in figure 10.8a for 400 proton showers with an energy of 1019 eV. It is
expressed by

1−
Sµ, 1000, rec

Sµ, 1000, MC
(10.13)

with an ideal reconstruction exhibiting an average value of zero. On average, the matrix allows
for good reconstruction at station-level. A small bias is apparent with an average shifted to 0.05.
However, shower-to-shower and detector fluctuations result into a rather poor resolution of 114%
corresponding to the width of the distribution. In table 10.2, the deviation from the MC muonic
signal in the WCD stations for both energies and primary types are summarized. For all studies,
the average muonic signal can be reproduced well. The resolution is improving, as expected, for
iron showers at the same energy and for proton and iron showers with a higher energy for a given
distance to shower core. Comparable biases and resolutions are achieved for the study of a combi-
nation of SSD and WCD [207].
The figure of merit (MF) is now used to quantify the ability to discriminate between proton and iron
primaries at station-level. It is defined as

MF=
|〈Sµ,p〉 − 〈Sµ,Fe〉|
Ç

σ2
Sµ,p
+σ2

Sµ,Fe

. (10.14)

Therefore, the distributions of the MC and reconstructed muonic signal in the WCD stations for both
primaries are considered. It is expected that the reconstructed MF is significantly smaller than the
MC MF as a perfect reconstruction of the pure muonic or electromagnetic signal cannot be achieved
by real detector setup. They are presented in figure 10.8b. The mean of each distribution is defined
as 〈Sµ,p / Fe〉, the width as the uncertainty σSµ,p / Fe

. The distributions indicate also negative recon-
structed signals introduced by large fluctuations within the detector signals. Even if corresponding
to an unphysical result, they are considered as part of the distribution and are included in the calcu-
lation of the mean and the width. The figure of merit based on the MC signals is considered as best
achievable discrimination power. For an energy of 1019 eV, the MC MF states a value of 0.92. Merit
factors above 1 allow for a good discrimination. As expected, the MF for the reconstructed muonic
signal is reduced due to the poor resolution. Nevertheless, a MF of 0.28 can be achieved for low
energies and the most simple ansatz. For larger energies, the figure of merit is increasing for both,
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Chapter 10. Reconstruction of number of muons in air showers

primary primary figure of merit figure of merit 1− Sµ,rec

Sµ,MC
for WCD at 1000m

type energy /
eV

MC reconstructed µ σ

proton
1019 0.92± 0.12 0.28± 0.16

0.05 1.14

iron -0.03 0.90

proton
1019.8 1.65± 0.09 0.44± 0.15

-0.03 0.51

iron 0.00 0.37

Table 10.2.: Summary of the reconstruction ability of the muonic signal in WCD stations. Therefore, the
signals of individual WCD and scintillator detector pairs at a distance to shower core of 1000m
are analyzed by the matrix formalism. Compared are the figures of merit as an estimator of the
discrimination power between proton and iron induced showers. The MC signals are based on
the contribution of muons to the total detected signal of a station which is known in simulation,
but not accessible in a real setup. The reconstructed signals based on the matrix formalism are
subject to detector uncertainties and exhibit a lower figure of merit. Additionally, the bias and
resolution of the ratio of the reconstructed to the MC muonic signal of the WCD is listed.

MC and reconstruction. While the MC MF is improved to 1.65, the reconstruction allows for a MF
of 0.44. The study of the SSD with the WCD stations states slightly higher MF for the higher energy
bin. This may result from the different location of the scintillator detector (underneath the WCD
detector), but this effect has to be studied in detail in a future analysis. In table 10.2, all calculated
figures of merit are summarized. The given uncertainties are calculated by the statistical method
introduced in the following section.

10.3.4. Uncertainty estimator of the figure of merit

For the calculation of the uncertainty on the figure of merit the bootstrap method, as introduced
in [213, 214, 215], is applied. The statistical method is considered as resampling approach. It
allows for an estimate on the uncertainty of an observable which is determined by a single data set
with n events. Now, this data set is considered as empirical distribution function. A bootstrapped
sample is randomly select from the original sample. This sample has the same number of events
as the original distribution. Therefore, the events are selected with replacement and certain events
might get used multiple times, while other are not introduced in the bootstrapped sample. This
corresponds to the repeated extraction of random numbers from the distribution function. The
procedure is repeated for R = 10000 times to allow for a reasonable statistics. In the scope of this
thesis, the MC and reconstructed muonic signals for proton and iron showers are used as original
dataset. For each repetition, the figure of merit is calculated. The width σb of the thus derived
MF distribution is used as an estimate of the standard deviation of the MF of the original data set
with n events. An exemplary bootstrapped distribution is presented in figure 10.9. It is based on
the MC muonic signals in all WCD stations located in the dense ring. The MC MF is calculated to
0.92± 0.12.
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Figure 10.9.: An exemplary distribution of the figure of merit for the discrimination of proton and iron
showers. The distribution is based on 10000 bootstrapped samples. The width σb of the
distribution is an indicator for the uncertainty on the MF of the original MC data sample
under study. See text for explanation of the method. The original distribution includes 200
proton and iron showers each with an energy of 1019 eV and an incident angle of 38 ◦. All
showers were simulated with CORSIKA and the hadronic interaction model Epos-LHC.

10.4. Event-level evaluation

As a next step, a muon number estimator is determined while taking all stations of an event into
account and determining the muonic signal at a reference distance based on the matrix formalism.
The particle distribution on ground is dependent on the distance to the shower axis r. While mea-
suring with a detector array, each signal measured in a station is a sample of the shower footprint.
The measured signal as a function of r can be modeled by a lateral distribution function (LDF) as
presented in chapter 3.1 in equation 3.3 for the surface detector. Based on the presented air shower
and corresponding detector simulations, a first parametrization for a LDF of the scintillator-based
detector can be performed. The fitting procedure comprises two stages, the global fit and the single
event fit. First, a global fit is performed for each primary type, primary energy and detector indi-
vidually. It comprises the signals detected by all stations of the regular array in average. It allows
for an initial guess of the scaling parameters γ and β of the LDF. Additionally, while studying many
events, the uncertainties can be considered as Gaussian. In order to reduce possible biases of the
fits, only a limited distance range is studied. For stations with a distance larger than 2000 m, no
significant contribution to the signal can be found. As discussed in section 10.3.2, the trigger proba-
bility of the scintillator detector is already strongly reduced and is considered as possible bias of the
LDF. Stations next to the shower core are the most important as they carry most of the information.
However, stations closer to the core than about 200 m are not expected to add further information
to the LDF fit. The core resolution introduces a systematic signal uncertainty, which is of the order
of the statistical uncertainty σS of the signal.
As the scintillator-detector array geometry is identical to that of the SD, the values of ropt of 1000
m and r1 of 700 m were adopted from the SD LDF (cf. equation 3.3). The S1000 parameter is fixed
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(a) Signal of the WCD stations as a function of the distance to shower core. A global
LDF fit to the distribution is performed. The corresponding fit parameters are S1000 =
(42.83± 0.59)VEM, β = −1.37± 0.18, γ= −2.44± 0.05 with a χ2/ndf= 448.3/157.
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(b) Signal of the scintillator stations as a function of the distance to shower core. A global
LDF fit to the distribution is performed. The corresponding fit parameters are S1000 =
(13.31± 0.78)VMIP, β = −0.74± 0.14, γ= −4.13± 0.07 with a χ2/ndf= 341.8/157.

Figure 10.10.: Fits on the lateral distribution of the WCD and scintillator detector signal as a function of
the distance to shower core. The distributions include 400 proton showers with an energy of
1019 eV and an incident angle of 38 ◦.
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to the average signal in the corresponding detector for the stations located in the dense ring. The
distribution is fitted by a LDF with β and γ being the only free parameters. The existing WCD
parametrization is used for the initial guesses of both fit parameters. Exemplary, two global fits are
presented in figure 10.10 for the same proton showers with an energy of 1019 eV for the signals of
the WCD and scintillator stations as a function of the distance to shower core.
Based on this global fit, an individual LDF is fitted individually to the WCD and scintillator detec-
tor for each event. For this analysis, an increased event statistics is used compared to the analysis
on individual pairs of WCD and scintillator detector. For each energy and primary, 800 events are
investigated. Only stations with a signal greater than 1 VEM or VMIP are included in the fitting
procedure, as the proper inclusion of low-signal stations still needs to be investigated for the scin-
tillator detector. The single fit has only S1000 as free parameter. The scaling parameters β and γ
are kept fixed at their global fit values. An exemplary event is presented in figure 10.11. The iron
shower has an energy of 1019 eV and an incidence angle of 38 ◦. For both detectors, fits on the
lateral distributions are presented by solid lines. Poisson statistics is assumed for the uncertainty
on the single station signal. The dashed lines depict the individual signal S1000. This parameter is
further used for the reconstruction of the muonic signal in the WCD station according to equation
10.7. The signal at 1000 m is considered as a first guess, the optimal distance for the matrix for-
malism application still needs to be validated. As for the station-level evaluation, the reconstructed
muonic WCD signal is compared to the MC value. Additionally, the figure of merit is calculated. A
summary of this study is given in table 10.3. The uncertainty on the figure of merit is calculated
by the presented bootstrap method. As expected, the simultaneous consideration of all stations in
an event improves the resolution of the reconstruction efficiency and, consequently, the figure of
merit for showers with an energy of 1019 eV improves. A MF of 0.64 for the reconstructed signal
is calculated compared to a MF of 1.68 for the MC muonic signals. For larger energies, the figure
of merit is increasing for both, MC and reconstruction. While the MC MF is improved to 2, the
reconstruction allows for a MF of 0.83. The reconstructed MF for the higher energy showers is
considered to be already sufficient to significantly improve the discrimination between proton and
iron primaries. The study of the SSD detector depicts an improved discrimination ability of the SSD
at the event-level basis [207].
Additionally, the reconstruction of the number of muons depicts a slight deviation from the expected
MC muonic signal for all energies and primaries. The deviation from the MC muonic signal is also
present in the SSD study and is subject of current investigations.

In summary, the so far calculated figures of merit allow for a first overview on the reconstruction
ability of the number of muons by a combination with the SD array of the Pierre Auger Observatory
and a large-scale version of the presented scintillator detector in this thesis. As these factors are
based on a fixed energy, they only give a limited interpretation on the reconstruction ability. In
particular, the bias by fluctuations due to the low particle density for large distances from shower
core needs further investigations. However, the figures of merit presented indicate a promising
performance of the setup. It is expected that a dedicated and more complex analysis taking advan-
tages from the multi-channel approach of the presented detector will improve the reconstruction
efficiency of the number of muons. If an improved reconstruction is achieved, the setup allows for
an improvement of the determination of the UHECR mass composition. However, an event-by-event
determination will be challenging and need further investigations and keen knowledge about the
combined setup.
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Figure 10.11.: Signal of the WCD and scintillator detector stations as a function of the distance to shower
core. A single iron shower with an energy of 1019 eV and an incidence angle of 38 ◦ is
shown. For both detectors, fits on the lateral distributions are presented by solid lines. The
dashed lines depict the individual signal S1000 at a distance of 1000m to the shower core.
Additionally, a horizontal line at a signal of 1VEM or VMIP indicates the requested trigger
threshold.

primary primary figure of merit figure of merit 1− Sµ,rec

Sµ,MC
for WCD at 1000m

type energy /
eV

MC reconstructed µ σ

proton
1019 1.72± 0.09 0.64± 0.07

-0.09 0.23

iron -0.34 0.17

proton
1019.8 2.01± 0.08 0.83± 0.08

0.15 0.14

iron -0.1 0.21

Table 10.3.: Summary of the reconstruction ability of the average muonic signal in the WCD stations at a
reference distance of 1000 m, S1000. Therefore, LDF fits on the WCD and scintillator station
signal as a function of the distance to shower core are performed. Compared are the figures of
merit as an estimator of the discrimination power between proton and iron induced showers.
The MC signals are based on the contribution of muons to the total detected signal of a
station which is known in simulation, but not accessible in a real setup. The reconstructed
signals based on the matrix formalism are subject to detector uncertainties and exhibit a lower
figure of merit.
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CHAPTER11
Conclusions

The largest observatory for extensive air showers induced by ultra-high energy cosmic rays is the
Pierre Auger Observatory in Argentina. Currently, a major upgrade of the experiment is performed,
called AugerPrime. The upgrade aims to answer important open questions of the research field like
the origin of the flux suppression or an estimate of the proton flux contribution at highest energies.
A key element of the upgrade is the establishment of an additional detector, called SSD, to improve
the measurement of the muonic component in air showers. By a combined analysis of the newly
installed detector and the already existing surface detector stations, an improved discrimination
between different types of primaries on an event-per-event basis is enabled.

The Aachen Muon Detector (AMD) has been first introduced as a proposal for the upgrade. The
concept of the detector will not be pursued further in the scope of the Pierre Auger Observatory. But
the developed centerpiece, a so-called detector unit, allows for an excellent study of (atmospheric)
muons and further charged particles, as well as cosmic ray candidates. The detector unit comprises
a scintillator tile, a wavelength-shifting fibre and a single photosensor, a silicon photomultiplier
(SiPM), per tile. In the scope of this thesis, a unit layout has been developed which allows for
a high muon trigger efficiency and excellent light yield of 30 photon-equivalents per passage of a
vertical minimum ionizing particle. Coincident measurements with an external detector, a muon to-
mograph, enabled a detailed investigation of the homogeneity. The layout depicts inhomogeneities
of the light yield in the region of the point of contact of the SiPM and the scintillator tile, but a
uniformly high trigger efficiency. All measurements of the detector unit performance are confirmed
by a simulation framework, which has been developed in the scope of this thesis. While combining
multiple detector units, a highly flexible and efficient detector module is achieved. A demonstra-
tor based on this multi-channel approach, called MiniAMD, has been designed, constructed and
tested. It consists of two individual modules, each comprising eight detector units. Operating both
modules on top of each other, efficient trigger settings of units of the top and bottom module can
be chosen to investigate atmospheric muons. With its high trigger efficiency, MiniAMD is thus a
perfect candidate as trigger device for further detectors under study. It is, for example, used in the
test stand of the assembled SSDs in the mechanical workshop of the Physics institute III A at the
RWTH Aachen University. Furthermore, the ability of MiniAMD to detect air shower candidates is
confirmed by coincident measurements with an external, small-scale detector array.
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Chapter 11. Conclusions

Based on this promising performance properties of the MiniAMD demonstrator, the Aachen Muon
Detector concept is taken up again. It comprises 64 detector units located in a steel-housing which
can be placed underneath the existing surface detector stations of the Pierre Auger Observatory. A
preliminary analysis is performed, as a proof of concept, on the responses of both detectors to air
shower simulations with an energy of 1019 eV or 1019.8 eV, a reference zenith angle of 38 ◦, with
proton or iron primaries. Thereby, the ability of the reconstruction of the muonic signal is investi-
gated. The study indicates that the fluctuations in the low particle density underneath the surface
detector are a challenge and limit the discrimination power. At an energy of 1019.8 eV and for proton
primaries, a resolution in the reconstructed muonic signal of individual surface detector stations at
a distance to shower core of 1000m is in the order of 50%. The determined resolution is compa-
rable to that of the SSD detector, but indicates a slightly stronger dependence on particle density
fluctuations. Nevertheless, the installation of the detector concept would contribute to improve the
distinction between proton and iron showers.
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Appendix

A. Monitoring of important characteristics of the MiniAMD
demonstrator

This section allows for an overview of important characteristics of all units implemented in the
MiniAMD demonstrator as a function of the temperature. The data is taken during measurements
of the demonstrator at the roof of the physics department as presented in chapter 9. Units with
channel [0-7] are located in module 1, units with channel [8-15] in module 2. Each data point
corresponds to a MIP charge spectrum measurement of one hour. Two different temperatures have
to be considered. The gain G depends on the SiPM temperature TSiPM, while the baseline is more
influenced by the temperature at the EASIROC TEASIROC. By linear fits on the data, a general con-
version of the signal in ADC count in units of MIP or in units of photon equivalents (p.e.) can be
achieved depending on the temperature.

Gain stability

All units demonstrate a small change in the gain by temperature although a temperature compen-
sation has been applied. The measurements of all units is presented in figure 1 for units located in
module 1 and in figure 3 for units in module 2. The linear fit allows for a good description of the
data indicated by the corresponding residuals (cf. figure 2 for module 1 and figure 4 for module
2). As the gain is slightly overcorrected for all units, for further measurements a reduced correction
factor is strongly recommended (60 mV/K→ 57mV/K).

211



Appendix

Figure 1.: Gain as a function of the SiPM temperature for all units located in module 1. For each unit, a
linear function is fitted on the data points. The average change of the gain is <∆G/∆TSiPM >=
0.06ADC count/K or 1%/10 K.
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A. Monitoring of important characteristics of the MiniAMD demonstrator

Figure 2.: Residuals (G− fitg)/fitg as a function of the SiPM temperature for all units located in module 1.
The fit describes the development of the data well.
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Figure 3.: Gain as a function of the SiPM temperature for all units located in module 2. For each unit, a
linear function is fitted on the data points. The average change of the gain is <∆G/∆TSiPM >=
0.06ADC count/K or 1%/10 K.
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Figure 4.: Residuals (G− fitg)/fitg as a function of the SiPM temperature for all units located in module 2.
The fit describes the development of the data well.
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MIP peak stability

For each unit, the pedestal and the MIP peak position as a function of temperature is determined.
A linear function is fitted to the corresponding data. Thereby, a conversion from the individual unit
signal in ADC count to a signal in MIP for all temperatures can be achieved. The pedestal peak
position depends on the temperature at the EASIROC. For each charge spectrum measurement, a
Gaussian distribution is fitted on the pedestal peak. The mean of the Gaussian refers to the peak
position. The uncertainty is given by the error on the mean provided by the ROOT framework.
Figure 6 and figure 8 show the evolution of the position as a function of the EASIROC temperature
for module 1 and module 2, respectively. The position is decreasing with temperature by a factor
of roughly 0.5%/10K for all units. The linear fit fitp = ap + bp · TEASIROC is well describing the
data except of the low and high temperature regime. The residuals determined for each data point
in respect to the fit are presented in figure 7 and in figure 9 for module 1 and module 2, respectively.

In contrast, the MIP peak position is increasing with the temperature at the SiPM. The position
is influenced by the gain which is, as discussed, not completely stable over a large temperature
range. The position is once determined by the mode of a log-normal distribution (refer to equa-
tions 8.18 and 8.19) and by the mean of a Gaussian distribution. The comparison of the peak
position is shown in figure 5. The color scale refers to the SiPM temperature. A strong correlation
of both identification methods is determined. As the log-normal distribution is describing the spec-
trum better, this method is preferred.
In figure 10 and figure 12, the light yield in unit of ADC count is shown as a function of the SiPM
temperature. Each data point refers to the mode of the log-normal distribution and the correspond-
ing uncertainty is propagated by the error given on the fit parameters. The average evolution of the
data can be well described by a linear fit fitSmax

= aSmax
+ bSmax

TSiPM. The residuals are presented in
figure 11 and figure 13 for units in module 1 and 2, respectively.

By those studies, two individual conversion functions for all temperatures is achieved for all units.
The first function converts the signal in ADC count Sadc to the signal in photon equivalent Sp.e., the
second converts the signal to the signal in MIP SMIP

Sp.e. =
Sadc − Sadc, pedestal(TEASIROC)

G(TSiPM)
(1)

SMIP =
Sadc − Sadc, pedestal(TEASIROC)

Sadc, max(TSiPM)− Sadc, pedestal(TEASIROC)
. (2)

The results for the signal in photon equivalent for all units is presented in figure 14 and in figure
16 for units located in module 1 and 2, respectively. Each data point corresponds to the signal yield
calculated by its corresponding conversion function. The uncertainty is determined by Gaussian
error propagation. The depicted signal yield is stable over a large temperature range of 20 ◦C.
The light signal deviates within 2% of the average value < Sadc, max >. The residuals of all units
are depicted in figure 15 and 17 for module 1 and 2, respectively. The light signal in p.e. is
already corrected for the deviations in the gain of each SiPM, but still differs between units due
to their individual light yield. A comparison of all units demonstrates an average light yield of
(24.46±2.27)p.e. with a maximum deviation between all units of 44% and to the average of 19%.
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A. Monitoring of important characteristics of the MiniAMD demonstrator

Figure 5.: Comparison of the MIP peak position Sadc, max determined by a lognormal and by a Gaussian
function. Both fits result in a well comparable position within 1% for all SiPM temperatures.
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Figure 6.: Pedestal peak position Sadc, pedestal as a function of the EASIROC temperature for all units located
in module 1. For each unit, a linear function is fitted on the data points. The average change of
the pedestal position is <∆Sadc, pedestal/∆TEASIROC >= −0.48ADC count/K or 0.5%/10K.
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Figure 7.: Residuals (Sadc, pedestal−fitp)/fitp as a function of the EASIROC temperature for all units located
in module 1. The fit describes the development well in the medium temperature regime. At low
and high temperatures the data demonstrates larger values than predicted by the fit.
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Figure 8.: Pedestal peak position Sadc, pedestal as a function of the EASIROC temperature for all units located
in module 2. For each unit, a linear function is fitted on the data points. The average change of
the pedestal position is <∆Sadc, pedestal/∆TEASIROC >= −0.48ADC count/K or 0.5%/10K.
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Figure 9.: Residuals (Sadc, pedestal−fitp)/fitp as a function of the EASIROC temperature for all units located
in module 2. The fit describes the development well in the medium temperature regime. At low
and high temperatures the data demonstrates larger values than predicted by the fit.
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Figure 10.: MIP peak position Sadc, max in ADC count as a function of the SiPM temperature for all units
located in module 1. For each unit, the MIP peak position is determined by the mode of a
log-normal fitted on the corresponding charge spectrum.
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A. Monitoring of important characteristics of the MiniAMD demonstrator

Figure 11.: Residuals (Sadc, max−< Sadc, max >)/ < Sadc, max > as a function of the SiPM temperature for all
units located in module 1. The data are well described by the linear function.

223



Appendix

Figure 12.: MIP peak position Sadc, max in ADC count as a function of the SiPM temperature for all units
located in module 2. For each unit, the MIP peak position is determined by the mode of a
log-normal fitted on the corresponding charge spectrum.
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Figure 13.: Residuals (Sadc, max−< Sadc, max >)/ < Sadc, max > as a function of the SiPM temperature for all
units located in module 2. The data are well described by the linear function.
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Figure 14.: MIP peak position Sadc, max in p.e. as a function of the SiPM temperature for all units located
in module 1. For each unit, the average of the data and its standard deviation is given. The
light yields deviate by a maximum of 30%.
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Figure 15.: Residuals (Sadc, max−< Sadc, max >)/ < Sadc, max > as a function of the SiPM temperature for all
units located in module 1. The light yield deviates within 2% of the average.
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Figure 16.: MIP peak position Sadc, max in p.e. as a function of the SiPM temperature for all units located
in module 2. For each unit, the average of the data and its standard deviation is given. The
light yields deviate by a maximum of 38%.
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Figure 17.: Residuals (Sadc, max−< Sadc, max >)/ < Sadc, max > as a function of the SiPM temperature for all
units located in module 2. The light yield deviates within 2% of the average.
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Event rate at 0.5 and 1.5 p.e.

The trigger rate corresponding to a threshold of 0.5 p.e. and 1.5 p.e. is dominated by the thermal
noise of the SiPMs. It is thus expected (cf. chapter 4) that both rates strongly depend on the
temperature at the SiPM. The underlying atmospheric muon flux is of minor importance but may
also variate due to atmospheric conditions as the air temperature or pressure. The thermal noise
rate is expected to increase with ambient temperature. An exponential function can be used to
describe the trigger rate as a function of the SiPM temperature. Each data point refers to the average
trigger rate in the region of the 1 p.e. plateau of a performed threshold scan. Its uncertainty refers
to the corresponding standard deviation. Exemplary, the trigger rate at a threshold of 0.5 p.e. as
a function of temperature is shown for unit channel 10 in figure 9.10. All further units depict a
comparable behavior. They are presented in figure 18 and in figure 19 for units located in module
1 and 2, respectively. The exponential fit fit1 p.e. = a1 p.e.(TSiPM = 0 ◦C) + exp(b1 p.e. · TSiPM) · c1 p.e.
describes an expected doubling of the trigger rate per 8K [114].
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Figure 18.: For each unit of module 1, the event rate at a discriminator threshold corresponding to 0.5 p.e.
is shown as a function of the SiPM temperature. A quadratic function is fitted on the data.
Channel 0 corresponds to a SiPM with strongly increased thermal noise compared to all other
SiPMs. For channel 1 and 2, only limited amount of data is available as the channels are subject
to pick up noise.
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Figure 19.: For each unit of module 2, the event rate at a discriminator threshold corresponding to 0.5 p.e.
is shown as a function of the SiPM temperature. A quadratic function is fitted on the data.

B. Synchronization of data streams between the air shower array and
MiniAMD

As presented in chapter 9, the response of the detector demonstrator MiniAMD to air shower candi-
dates is investigated while being operated in coincidence with a small-scale air shower array. Both
experiments store their data on independent readout systems. Their unix timestamps have to be
synchronized to allow for the study of coincident events. The deviation between both system clocks
is slowly increasing, thus a matching algorithm is performed for each run. Furthermore, times in
which one of both experiments is not active has to be excluded. For MiniAMD, measurements are
performed to monitor important characteristics as the SiPM gain. Those introduce time periods in
which no coincident data with the array are available (refer to appendix C for a discussion of the
up-time of the detector). The air shower array shows short dead time periods about one minute in
which data stored in the buffer is written to a ROOT file. During these periods, a hardware trigger
may be registered by MiniAMD but the corresponding event has not been stored in the data stream
of the air shower array.
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For the synchronization of the data, a minimization of the average time difference between events
of the array and the events registered at MiniAMD is performed, following equation 3.

∆t =
1

nminiamd

nminiamd
∑

i=0,1,2,.....

�

�∆tarray, i −∆tminiamd, i

�

� (3)

The index i refers to the event number index stored for the MiniAMD demonstrator. The index is
thereby not referring to the amount of events successfully triggered by MiniAMD but the amount of
requested triggers by the air shower array. The time difference between two consecutive events in
MiniAMD∆tminiamd, i is compared to the time difference between the events of the air shower array
∆tarray, i. An example of the synchronization procedure is presented in figure 20. In figure 20a, the
average time difference is presented as a function of the starting index. A successful matching refers
to∆t < 1 s. In figure 20b, an exemplary data stream for both detectors is presented. The MiniAMD
timestamps (bottom) have been synchronized to the air shower array timestamps (middle). Only
part of the events is detected in coincidence. Between the two lower figures, the event index, as
registered by MiniAMD, is depicted. It is rising with each event detected by the array regardless
of the MiniAMD trigger state. Thereby, the matching is enabled. For comparison, the top figure
depicts the amount of array stations triggered. As indicated, most of the events are registered by
two stations only.
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(a) Average time difference ∆t in seconds as a function of the starting index in the array dataset. A clear minimum can
be found at which the time difference is ≤ 1s. Here, the data streams are synchronized.
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(b) Time traces of the array (middle) and of MiniAMD (bottom) as a function of the unix time of the array readout
system. The MiniAMD timestamps have been shifted according to the matching algorithm. Coincident events are shown
in blue, events of the array not detected by MiniAMD are depicted in red. Additionally, the number of array stations
trigger is depicted (top).

Figure 20.: Matching algorithm of the events detected by the air shower array and MiniAMD.
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C. Up-time of the detector

For the comparison of the spectra for different scenarios, not only the chosen trigger conditions as
the threshold in DAC counts and the required multiplicity are crucial, but also the measurement
time has a high impact.
As the electronics has only a limited readout frequency and bandwidth, measurements with low
trigger requirements may result in a higher trigger frequency as manageable and therefore also in
an event loss. Furthermore, each verification of the temperature results in an artificial dead time of
approximately 1.5 seconds, at the time of this thesis. During the verification process, the buffer may
overflow and data will be lost. Afterwards, a voltage adaption according to an occurring tempera-
ture change may follow. During the adaption process, the response of the sensor and the threshold
setting are changing, the data are not read out and won’t be accessible. The timespan between con-
secutive verifications has to be chosen such that the tracking of the temperature is reliable without
introducing too much dead time of the system. Chosen timespans range between 30 seconds and
2 minutes resulting in a dead time between 1 − 5%. As the measurements have been performed
during the development of a demonstrator detector, a stable readout and gain is the focus by the
electronics. A less time consuming voltage adaption may be established in future works.
However, the user may decide to study the response of the detector with a user-defined dead time
forced between consecutive registered events (refer to appendix E). As discussed in chapter 7, the
shaping of the EASIROC slow shaper introduces an undershoot after registering an event. If a sub-
sequent event arises during this time, the response on this event may be loared according to the
undershoot. To avoid the displacement of the signal a minimum time of up to 2.5µs without an
event can be demanded before the next trigger is registered. The requirement introduces thus an
artificial dead time of the system.

All these factors are reducing the up-time of the detector compared to the measurement time indi-
cated by the system. Therefore, the data stored during self-triggering mode carry an event number
which is referring to the actual amount of trigger seen by the system and not to the trigger stored in
the data file. Thereby, a rough estimate of the system up-time is accessible. However, triggers not
recorded due to the voltage adaption process after a temperature verification can naturally not be
added to the event number and are missing. For a system triggered by an external experiment, the
event number is referring to the amount of trigger requests by the external experiment as explained
in chapter 9.5 and appendix B.

D. Study of different shielding scenarios between modules

The detector demonstrator MiniAMD is presented in chapter 9. The average trigger rate of the
individual detector units depicts a significant decrease of the rate if a shielding is present (refer to
figure 9.9). Two shielding configurations have been tested at the roof.

1. Module 1 is directly located on top of module 2. The distance between both units in a stack is
about 10cm. Different positions of two bricks (one made of concrete and one made of lead)
are compared.

2. Module 1 is located on module 2 at the roof but with layers of high- and low-Z materials. The
structure is designed as a sandwich (acrylic layer with a thickness of 12 mm, lead layer with
a thickness of 2mm, PVC plate with a thickness of f 2 mm and a layer of lead with a thickness
of 2 mm). Distance between both units in a stack is increased to 30cm.
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(a) Unit 0 and 8 are covered by a lead brick, while units
3, 4, 11 and 12 are covered by a brick made of concrete.
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(b) Unit 0 and 8 are covered by a lead brick.

Figure 21.: Comparisons of event rate of all units depending on shielding by a brick made of lead and of
concrete. Tiles with ids from 0 to 7 are located in the upper MiniAMD module while units with
ids from 8 to 15 are located in the lower module. A random stack, for which both units have a
signal exceeding a trigger threshold of 2.5p.e., is requested for a trigger.

The first scenario studies the additional shielding introduced by two bricks for several positions
on the MiniAMD detector. For the measurement, MiniAMD module 1 is located on module 2. Unit
ids ranging from 0 to 7 correspond to units in the upper module (module 1) while unit ids ranging
from 8 to 15 correspond to units in the lower module (module 2). For an event trigger, a random
stack, for which both units have a signal exceeding a trigger threshold of 2.5p.e., is requested. Both
bricks (lead and concrete) are covering around half of a unit for vertical particles. The event rate
as a function of the unit id is presented in figure 21 for two scenarios. For both, a more pronounced
shielding is visible for the units covered by the lead brick. A shielding by lead reduces the event rate
by 7%, while the shielding by concrete reduces the rate by 3.5%. The shielding is visible for both
units of a stack with comparable effect of the shielding. This indicates that most events corresponds
to punch-through particles if no shielding is apparent.

To study this effect further, an additional shielding is introduced between both modules of the
MiniAMD demonstrator. It corresponds to scenario 2. It comprises acrylic and lead as shielding
materials. A layer made of acrylic decelerates the electromagnetic component of the air shower
crossing the upper module. If the electrons/positrons are such decelerated that they get absorbed
in a following lead layer, it results in a decreased event rate in the lower module. If the deceleration
is not sufficient and the electrons carry still enough energy to produce Bremsstrahlung, the opposite
effect is expected with increased event rate in the lower module.
The measurement is presented in figure 22. The additional shielding results in an increased event
rate (cf. figure 22a) and average detected signal in the lower module (cf. figure 22c). The profile
of the average detected signal refers to the mean of all events included in the underlying histogram
bin for each unit id. The uncertainty bars are referring to the rms of the distribution. This strongly
indicates that high energetic particles leaving the upper module produce Bremsstrahlung in the
material. The correlation plot of the detected signals in module 1 and 2 shows a clear deviation
of the linear correlation as seen in the unshielded arrangement. An increased signal is apparent in
the lower module (module 2) for the same events over the complete signal range (cf. figure 22b).
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(a) Event rate as a function of the unit id. The event rate
of the units of the lower module is strongly enhanced by
the shielding sandwich.
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(b) Correlation of the measured signal in units of MIPs of
module 1 and module 2 for the same events. The average
signal of the lower module is strongly enhanced by the
shielding sandwich.
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(c) Distribution of the detected signal as a function of the
unit id. The average signal of the lower module is strongly
enhanced by the shielding sandwich.

Figure 22.: An additional shielding is introduced between both modules of the MiniAMD demonstrator. The
shielding consist of several layers (acrylic with a thickness of 12mm, lead with a thickness of
2 mm, a PVC plate with a thickness of f 2mm and a layer of lead with a thickness of 2 mm).
Units with ids from 0 to 7 are located in the upper MiniAMD module while units with ids from
8 to 15 are located in the lower module.

E. Events with a signal yield smaller than required discriminator
threshold

Within the scope of this thesis, several charge spectra indicate an unexpected shoulder left of the
first peak over threshold (exemplary, cf. figure 8.14). These events, with signal yields smaller than
the requested trigger threshold, originate from an undershoot present in the shaped signal of the
slow shaper of the EASIROC as shown in chapter 7. To avoid those events, a hold-off time can be
required. Thereby, a previous time window without any trigger is needed to allow for an event
to be registered. In figure 23, two charge spectra as a function of ADC count are shown for the
same unit of layout 2 operated with and without a required hold-off time of 1µs. Both spectra are
normalized to the same measurement time and have a discriminator threshold corresponding to
0.5p.e. By the additionally required dead time before each trigger, the left shoulder of the 1p.e.
peak can be strongly reduced without influencing the actual charge spectrum.
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Figure 23.: Comparison of charge spectra as a function of ADC count for the same unit of layout 2 with
and without a required hold-off time. Both spectra are normalized to the same measurement
time. An unexpected shoulder to the left of the first peak above the threshold is visible for a tile
without hold-off. The shoulder disappears when a hold-off time is required. Due to the hold-off
time of 1µs, an event is only accepted if no further event has been registered in the requested
time window before. Thereby, an additional dead time is introduced, but prevents the event to
be registered in the undershoot of the signal of a previous event. The undershoot originates from
the slow shaper of the EASIROC and leads to signal yields smaller than the required threshold.

237



Appendix

F. Implementation of material properties in Geant4

In this appendix, the elements and materials are listed, which have been used in the Geant4 [140]
simulations in the scope of this thesis. Additionally, the properties of the elements and materials as
given by the manufacturers are summarized. Furthermore, the physics processes, which have been
considered in the simulations, will be listed.

Optical physics processes included in the Geant4 physics list

• Generation of photons in scintillator

– Scintillation

– Cherenkov radiation

• Wavelength shifting of photon in WLS fibre via absorption and re-emission of photons

• Attenuation effects

– Absorption

– Rayleigh scattering

• Optical processes at boundaries

– Reflection

– Refraction

Elements for the definition of Geant4 materials

Element Atomic number Z Standard atomic weight
A/g/mol

Hydrogen (H) 1 1.00794

Carbon (C) 6 12.0107

Nitrogen (N) 7 14.0067

Oxygen (O) 8 15.9994

Fluorine (F) 9 18.998

Aluminum (Al) 13 26.9815

Titanium (Ti) 22 47.867

Lead (Pb) 82 207.2
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G. Datasheet values

G.1. Scintillator EJ-212

EJ-212 [159] is a plastic scintillator specially designed to be used as thin sheets (thickness≤ 5mm).
It is also best utilized in sizes up to 100 cm long.

Properties Value Unit

Light output 65 % Antracene

Scintillation efficiency 10000 photons / 1MeV e−

Wavelength of maximum
emission

423 nm

Light attenuation length 250 cm

Rise time 0.9 ns

Decay time 2.4 ns

Pulse width (FWHM) 2.7 ns

No. of H atoms per cc 5.17 x 1022

No. of C atoms per cc 4.69 x 1022

No. of electrons per cc 3.33 x 1023

Density 1.023 g/cc

Polymer base Polyvinyltoluene

Refractive index 1.58

Softening point 75 ◦C

Vapor pressure vacuum-compatible

Coefficient of linear
expansion

7.8 x 10−5 below 67 ◦C

Light output vs.
temperature

At 60 ◦C, the light output is
reduced to 95 % of the light
output at 20 ◦C. No change

from 20 ◦C to -60 ◦C

Temperature range -20 to 60 ◦C
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G.2. Optical cement EJ-500

EJ-500 [163] is a clear and colorless epoxy cement. It is ideal for optically bonding plastic scintil-
lators and acrylic light guides. EJ-500 is fully cured at room temperature (20 ◦C) with a working
life of 60 minutes. The mixed cement takes 3-4 hours to set and 24 hours to harden. However, it
takes several days to achieve complete cure.

Properties Value Unit

Mixed viscosity 800 cps

Bond strength 1800 psi

Dielectric strength 420 volts/mil

Specific gravity, cured 1.17

Service temperature -65 to 105 ◦C

Optical transmission nearly 100 above 400nm %

G.3. Wrapping materials as applied in Geant4

The applied wrapping materials for the scintillator tile are first presented in chapter 5.2.2. Here
the parameters assumed for the Geant4 simulations are presented.

Parameters Aluminum Teflon Tyvek

Chemical composition Al C2F4 C2H4

Density / g/cm3 2.70 2.2 0.36

Refractive index n 1.365 1.5

Specular-lobe reflection 95 % 0 % 85 %

Diffuse reflection 5 % 100 % 15 %

Reflectivity 99 %

Attenuation length µatt /
mm

0.01 0.01

Surface roughness factor
σ/ ◦

5 5 5

G.4. Wavelength shifting fibres

The wavelength shifting fibres are of type BCF-92 [161] from Saint Gobain. The fibre has a diameter
of 1mm. The core contains a combination of fluorescent dopants selected to produce the desired
scintillation, optical and radiation-resistance characteristics. The claddings are based on PMMA.
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Properties Values

Core

Material Polystyrene

Refractive index 1.60

Density / g/cm3 1.05

No. of H atoms per cc 4.82 x 1022

No. of C atoms per cc 4.85 x 1022

No. of electrons per cc 3.4 x 1023

Inner cladding

Material Acrylic

Refractive index 1.49

Thickness, round fibre 3 % of fibre diameter

Thickness, square fibre 4 % of fibre size

Outer cladding

Material Fluor-acrylic

Refractive index 1.42

Thickness, round fibre 1% of fibre diameter

Thickness, square fibre 2% of fibre size

General

Numerical aperture 0.74

Trapping efficiency, round fibre 5.6% minimum

Trapping efficiency, square fibre 7.3%

Wavelength of maximum absorption 405 nm

Wavelength of maximum emission 492 nm

G.5. Optical fibre / Light guide

Edmund Optics offers ESKA acrylic fibre optics developed and manufactured by Mitsubishi [162].
The core of the fibre is made of acrylic polymer PMMA (polymethyl-methacrylate). It is sheathed
with a special thin layer of fluorine polymer which has a lower refractive index than the fibre core.
These fibres are designed to provide higher transmission in the wavelength regime of interest. They
can be used for a wide range of applications, from general industrial light guides to short distance
data transmission. The fibre is flexible, but is not designed to bear loads. An unjacketed version is
used in this thesis.
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Properties Values Unit

Acceptance angle 61 ◦

Minimum bend radius 25 mm

Material Acrylic

Attenuation 0.15 dB/m

Numerical aperture NA 0.51

Operating temperature -55 to + 70 ◦C

Outer diameter 1.0 mm

Core diameter 980.00 µm

Fibre diameter 1000.00 µm

Refractive index core ncore 1.492

Refractive index cladding ncladding 1.402

G.6. Silicon photomultiplier

Silicon photomultipliers (SiPMs) are compiled of several thousands of Geigermode avalanche pho-
todiode as cells. Important SiPM characteristics are introduced in chapter 4. They are operated at
a voltage Vbias which is higher than their breakdown voltage Vbreak which refers to the minimum
needed voltage to induce an avalanche in a cell. The gain of a SiPM is in the order of 106 and is
temperature depending. To achieve a stable gain the operating voltage has to be adjusted accord-
ing to temperature. The photon detection efficiency (PDE) describes the SiPM capability to detect
a photon. The main contribution to the darknoise of a SiPM is thermal noise caused by thermal
excitations in a cell. It is referred to as uncorrelated noise while optical crosstalk and afterpulsing
are summarized as correlated noise as they are only induced by a cell breakdown. Optical crosstalk
is defined as photons emitted during a cell avalanche triggering neighboring cells. Afterpulsing
are induced by additional, delayed avalanches in the same cell. In the original cell breakdown a
charge carrier is trapped by impurities in the silicon lattice structure which is released after a short
timespan.
Geometrical characteristics of the used silicon photomultiplier types S12571-050P and S13360-
1350PE [105] are summarized in table 1.

Electrical and optical characteristics (measured at temperature of 25 ◦C) are presented in table
2.
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S12571-050P S13360-1350PE

Effective photosensitive area / mm2 1 x 1 1.3 x 1.3

Cell pitch / µm 50 50

Number of cells 400 667

Geometrical fill factor / % 62 74

Package surface mount type

Window material epoxy resin

Window refractive index 1.55

Operating temperature / ◦C 0 to +40 -20 to +60

Table 1.: Geometrical characteristics of the used SiPM types.

Parameter Symbol Unit SiPM type
S12571-050P

SiPM type
S13360-1350PE

Spectral response range λ nm 320 to 900 320 to 900

Peak sensitivity wavelength λp nm 450 450

Maximum photon detection
efficiency*4

PDE % 35 40

Dark count*5 typ kcps 100 90

max kcps 200 270

Time resolution (FWHM)*6 ps 250 not stated

Terminal capacitance pF 35 60

Gain 1.2 x 106 1.7 x 106

Gain temperature
coefficient

/ ◦C 2.7 x 104 not stated

Breakdown voltage Vbreak V 65± 10 53± 5

Recommended operating
voltage

Vbias V Vbreak + 2.6 Vbreak + 3.0

Crosstalk probability % O (25) O (3)

Temperature coefficient of
recommended operating

voltage

∆T (Vbreak) mV/ ◦C 60 54

*4: Photon detection efficiency does not include crosstalk or afterpulsing.

*5: Threshold = 0.5 p.e.

*6: Single photon level.

Note: The above characteristics are measured at the recommended operating voltage.

Table 2.: Electrical and optical characteristics of the used SiPM types.
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G.7. G4SiPM - properties defining a SiPM model

The following list of properties is used to define a SiPM model in the Geant4 simulation package
G4SiPM [123]. The list taken from [54]. The properties can be modified by the user by a SiPM
properties file which should be defined for each SiPM type under study. The list includes geo-
metrical, operational and performance properties. Performance properties as the photon detection
efficiency depend on the operating point which is defined by an ambient temperature Top and its
corresponding overvoltage Vov. Not all properties may be known by the user for each available
SiPM type. Therefore, if properties are not explicitly given be the user, default ones are used. They
are assumed to be comparable for different SiPM models.
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Property Symbol Unit

Geometrical and package properties

Number of cells ncell

Cell pitch dcell µm

Fill factor εgeom %

Coating thickness dcoat mm

Coating refractive index ncoat

Operational parameters

Ambient temperature T ◦C

Bias voltage vbias V

Relative fluctuation of the gain σpe %

Dead time τdead ns

Operating point

Temperature Top
◦C

Over-voltage Vov V

Performance properties for operating points

Breakdown voltage Vbreak V

Spectral photon detection efficiency PDE (λ) %

Thermal noise rate fth kHz

Probability of fast afterpulsing pap,f %

Probability of slow afterpulsing pap,s %

Time constant of fast afterpulsing τap,f ns

Time constant of slow afterpulsing τap,s ns

Probability of optical crosstalk pct %

Recovery time constant τrec ns

H. Statistical distribution

The probability of finding one random trigger in a time interval T for a single detector is

p(T ) = 1− e−rT . (4)

If now two detectors are operated in coincidence, each detector has a rate of random triggers ri
with i = 1,2 and there is a probability p2 to get a coincidence event in a gate width w T . Any
infinitesimally small interval of time dt is equally likely to contain an event. The probability of
finding an event in dt is given by ri dt. Thus, the probability to get a random coincidence in an
infinitesimal time interval dt can be calculated according to

p2 = R dt = r1 dt × p(w; 2) + r2 dt × p(w; 1) . (5)
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The factor ri dt × p(w; j) describes the probability of the gate being opened by a trigger of detector
i times the probability of detector j to receive a trigger within the gate width w. If assuming that
for both detectors riw � 1, the probability p(w, i) can be expanded to first order p(w; i) ≈ riw.
Thereby, a rate R of random coincidences for two detectors can be expressed as

R dt = 2 · r1r2wdt (6)

⇒ R= 2 · r1r2w . (7)

This rate of random coincidences can be extended to more than two detectors, leading to a rate of
R= 3 · r1r2r3w2 for a three-fold coincidence and so forth.
The rate of random coincidences for m detectors can thus be described by

Rm = m ·wm−1
m
∏

i=1

ri . (8)
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I. Characterization of the WLS fibre and its coupling to an optical waveguide

Characterization studies of optical components

The presented simulation framework in chapter 7 allows to study the expected performance of op-
tical components standalone or in combination. The combination of a scintillator tile, a wavelength
shifting (WLS) fibre, which is optionally coupled to an optical waveguide, and a silicon photomul-
tiplier (SiPM) is thereby referred as a unit in this chapter. These simulations predict an excellent
performance of the chosen unit design. However, simulations may not contain all characteristics of
a real setup. Thus, the framework has been validated with respect to studies of complete units and
individual optical detector components to prove the reliability of the simulation framework in terms
of the expected light yield. Furthermore, these studies are designated to improve and to understand
the small light yield of around 8 p.e. (photon equivalent) of previous assembled units (called layout
1) compared to simulations (around 30−35 p.e.). These units of layout 1 are presented in chapter
6 and in the work of Lukas Middendorf [165]. They are based on the transmission of photons via
the WLS fibre and an optical waveguide to the SiPM.

First, several characteristics of the WLS fibres are studied indicating a worse performance than
predicted by simulations and by the according datasheet of the manufacturer. A probable reason
may be an increased light loss along the fibres due to defects at the outer cladding of the fibres.
Secondly, the optical coupling of the WLS fibres with optical waveguides is presented. Simulations
predict a smooth transition of light between both fibres at a perfect optical coupling but a critical
source of light loss if a small air gap is present. Measurements of the optical coupling indicate the
latter scenario. Further on, several modifications of the design are investigated by means of a test
unit. For example, the influence of the wrapping material around the scintillator tile is studied. The
light yield detected by the photosensor reflects thereby the predictions of the simulated setup.
An overview of these measurements is given in figure 6.1.

I. Characterization of the WLS fibre and its coupling to an optical
waveguide

The performance of wavelength shifting fibres is crucial for the light yield achieved with the com-
plete unit. Therefore, different characteristics of the WLS fibre and the transmission efficiency by its
coupling to an optical waveguide are studied and compared, if possible, to simulations performed
by the framework introduced in chapter 7.
For these measurements, single WLS fibres are illuminated in different setups by a constant flux of
an LED. The resulting light yield is detected by a pin photodiode or by a spectrum analyzer. There-
fore, in the first instance the measurement equipment is briefly introduced before the performed
studies are discussed.
The author of this work would like to point out that all presented studies are performed to deter-
mine the optimal choice of the materials or of the configurations of the unit layout. The goal is to
achieve the best available light yield without claiming exact predictions about their performance
as a single optical element or in an assembled setup. For such a prediction more intense studies
would be needed which take care of the possible large systematics present in the current setups.
Especially, the quality of fibres used in such investigations needs to be determined and monitored.
During the work with WLS and optical fibres, it is found that an accidental damaging of the fibre
ends can introduce an intensity loss by up to 50% especially for the multicladding WLS fibres used
in this thesis. A more regular use of the fibres is less crucial but depicts compared to a freshly
polished fibre1 also an intensity loss of up to 20% over time.

1For the treatment of the WLS fibre and optical waveguide ends, please refer to section 5.2.3.2.
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I.1. Equipment

LED

An UV-blue LED with a sharp emission spectrum 380− 430nm and a peak wavelength of 405nm
is used to illuminate the WLS fibre from the side. The LED is chosen to offer a high intensity, small
incident angle of around 30 ◦ and a wavelength regime comparable to that of a plastic scintillator.
The LED shows an increasing intensity until a thermal equilibrium (saturation state) is reached
after roughly half an hour operation time.

Spectrum analyzer

For a few applications a spectrum analyzer (Ocean Optics USB650 UV-VIS Red Tide) is used to mea-
sure the wavelength spectrum of the incident light [216]. The spectrum analyzer detects photons
in a wavelength regime of 200 − 880 nm by a system consisting of mirrors and a grating guiding
different wavelengths to different parts of a linear silicon CCD array. It has a sensitivity of 75 pho-
tons/count at 400 nm and an optical resolution of ∼ 2.0nm FWHM. It offers a calibrated spectrum.
The integration time, so the time of data taking, can be varied. An integration time is chosen at
which no saturation of the CCD takes place. For each measurement the darknoise spectrum has
to be determined and subtracted from the signal spectrum. Connected to a computer via the USB
port, the analyzer has been read out by a software designed by Carsten Heidemann [217].

Pin photodiode

A silicon based pin photodiode, as already introduced in chapter 4, is used as photodetector whereby
the measured current is proportional to the light intensity. In general, a pin photodiode can be op-
erated in biased mode or in photovoltaic mode, where no bias voltage is applied. The photovoltaic
mode is preferred when a photodiode is used in low light level applications, as thermal noise gen-
erated by the pin diode shunt resistor is the only source of detector noise. However, as a pin diode
is not fully depleted without a bias voltage, the signal height may be reduced.
A Si-photodiode from Hamamatsu (type S2281-01) with BNC connector is used [218]. The diode
has a sensitive area of 100mm2, a peak sensitivity between 600−800 nm and can be operated with
a reverse voltage of up to 5V. The measured current of the diode operated at this maximum voltage
is only slightly increased by 0.3% compared to the unbiased diode. This means that no significantly
larger signal can be achieved by increasing the voltage and the diode is operated without reverse
voltage for the following measurements.

Sourcemeter

Up to two pin photodiodes can be readout simultaneously by a dual-channel sourcemeter (Keithley
2614B) [219]. In principle, a sourcemeter allows not only for the measurement of the current of
each photosensor but would also allow for the setting of the bias voltage if applied. The sourcemeter
is connected to a PC to allow for an automatized data taking. 10 data points of the applied voltage
and measured current for both channels are stored per measuring run. A stable data taking requires
a warm up phase of two hours before the actual measurement.

Integration sphere

Two integrating spheres from Thorlabs (Model IS200) are used, one with three, the other with
four ports [220]. An integrating sphere allows for a homogenous and stable light detection as
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I. Characterization of the WLS fibre and its coupling to an optical waveguide

Figure 24.: Photo of the LED mount for studies of single WLS fibres. The mount comprises a groove in
which a fibre can be located. The position of the fibre is fixed if the mount is closed and locked
with screws. An LED is embedded in the top part of the mount behind a thin collimator to focus
the light into the fibre core. The UV-blue LED has a peak wavelength of emission at 405 nm.

the incoming light is evenly spread by multiple reflections over the entire sphere surface. Each
port offers an easy coupling of different optical components as optical fibres into the sphere or
pin photodiodes as readout sensors. Thereby, the entering fibre and the readout sensors have to
be installed in ports perpendicular to each other. The sphere is manufactured from PTFE based
bulk material that has high reflectivity in the 250− 2500 nm wavelength range (∼ 99% from 350
to 1500nm, > 95% for other wavelengths). Drawback of the use of an integrating sphere is a
high light loss due to the amount of reflections. Only 1% of the incoming light can be detected
at the ports. Also, the sphere is sensitive to the complete part of fibre located inside. Along the
fibre, photons continuously leave the claddings which would be also detected by the photosensor.
Therefore, the fibre placement should be kept the same for relative measurements between fibres.

LED mount

Each change in the position of the LED, the illuminated WLS fibre or the position of the pin diode
would result in a change of the measured current. To reduce possible systematics the following
setup has been used: A mount including a fixed installed LED is used to illuminate a WLS fibre
through a thin collimator with a radius of 0.4mm. The fibre is placed inside a groove and can be
fixed via two locking screws. The light of the LED is shielded by the surrounding material of the
mount. Thereby, the light is not only fed into the fibre core at a well defined position but scattered
light is also prevented to enter further optical components included in the setup or to be directly
detected by the pin photodiode. A photo of the LED mount flipped open is presented in figure 24.
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I.2. WLS fibre spectrum

The maximum intensity of the WLS fibre (BCF-92 from Saint Gobain [161]) emission spectrum is
expected to be reduced with increasing fibre length as more photons are attenuated on their way
along the fibre. If this attenuation is wavelength-dependent, also the complete shape of the spec-
trum may change. The attenuation length of the WLS fibre is stated as λatt ≥ 3.5m. No dependency
of the attenuation length on the wavelength is stated in the datasheet of the BC-92 WLS fibre and is
thus not implemented in the Monte Carlo (MC) simulation, but may be present in measurements.
However, the SiPM has a wavelength-depending photon detection efficiency. A possible deviation
in the total light yield due to a different SiPM response has to be studied. Thereby, photons emitted
in a scintillator tile can be collected over the complete WLS fibre length and the overall emission
spectrum will be a convolution of all spectra of all possible pathlengths.

Measurement setup

Therefore, the emission spectrum of a WLS fibre as a function of wavelength is determined for dif-
ferent fibre lengths by a calibrated spectrum analyzer and is compared to simulated spectra. The
following setup is used and is depicted in figure 25. The fibre is illuminated by the UV-blue LED
with a peak wavelength of 405 nm which is installed in the LED mount. For all studied fibres the
LED position is 1 cm away from one open fibre end. The other open fibre end is guided into an
integration sphere such that around 1 cm of the fibre is located inside the sphere. In one port of the
integration sphere, the spectrum analyzer is installed to detect the emission spectrum in a wave-
length regime of 200 − 880 nm. In a second port, a pin photodiode is located and read out via a
sourcemeter to allow for a second determination of the integrated intensity. Each fibre length is
measured 10 times with unpolished and polished ends. Between each signal measurement, a noise
measurement is performed.
For the spectrum analyzer, the darknoise spectra before and after each signal measurement are av-
eraged and subtracted from the signal spectrum. For the pin photodiode, all values of the current
corresponding to darknoise measurements are investigated for a potential deviation over time due
to a temperature change. However, only a random distribution within 5% of the first data point has
been found indicating a stable measurement procedure.

Simulation setup

The corresponding fibre lengths are simulated by WLS fibres in air with two open, so uncovered,
ends. Photons are detected by a photosensor at one end. The photosensor is made out of air and is
assumed to be a perfect sensitive detector. A small air gap of 0.001mm between the sensor and the
open fibre end is needed as photons being reflected back into the fibre at the surface to air would be
otherwise also registered in the sensor2. To mimic the setup, a roughened surface of the WLS fibre
by 5 ◦ is assumed. The angle is determined by the standard deviation of the Gaussian distribution
(around zero) of the angle between the microscopic and the overall mean optical surface of a ma-
terial. This angle describing the WLS fibre surface roughness has been studied in [221]. The WLS
fibre is illuminated at the same position as for the measurements. Therefore, for each simulation
10k photons are isotropically emitted inside a thin slice of 1 mm in the fibre core. The wavelength
distribution of the photons follows the emission spectrum of the LED. Each simulated data point

2which is due to the basic configuration of Geant4 and cannot be avoided.
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Figure 25.: Shown is the setup for the measurement of the WLS fibre emission spectrum. The WLS fibre
is fixed in the LED mount at one end of the fibre. The other end is guided into an integration
sphere. The emission spectrum is measured by a spectrum analyzer. The integrated intensity
is also determined by a pin diode in a second port of the sphere. The diode is read out by a
sourcemeter.

includes 1000 simulations of 10k photons emitted in the fibre.

Emission spectrum as a function of wavelength

In the datasheet of the BCF-92 type of Saint Gobain, the emission spectrum is given for an unspec-
ified WLS fibre length with a peak emission of 492nm. In figure 26, this spectrum is compared to
the measured and the simulated spectrum of a WLS fibre of length 6cm. The amplitude is shown
in relative units as a function of the wavelength. The measured and the simulated spectra corre-
spond to the average of all measurement cycles or simulations. Poisson statistics has been used to
determine the uncertainty of each bin. The measured spectrum of the shortest WLS fibre looks well
compatible to the spectrum given in the datasheet and by simulations. However, the measurements
indicate a slightly broadened spectrum, while for simulations the spectrum is slightly narrower than
the spectrum given in the datasheet. Those tendencies can be confirmed for studies of longer fibres
which depict also increasing deviations between measurements and simulations with increased fi-
bre length.
In figure 27a, the measured emission spectra for different fibre lengths with polished ends are pre-
sented in units of amplitude normalized to the maximum amplitude of the shortest fibre. The spec-
tra shown refer to the measured signal subtracted by the corresponding average darknoise spectrum.
No uncertainties are given to allow for an improved visibility. The data indicate a shift in the spec-
trum amplitude but also in the maximum wavelength of emission due to the wavelength-dependent
attenuation. In comparison, simulations do also predict a decrease of the maximal amplitude but
take a different evolution of the attenuation into account. They predict a less steep intensity loss

251



Appendix

Figure 26.: Comparison of the emission spectrum of a BCF-92 WLS fibre as a function of wavelength. Pre-
sented are three different spectra, the spectrum given in the datasheet, the spectrum measured
by a 600 mm long fibre illuminated by an LED and read out by a spectrum analyzer, and the
spectrum determined by a simulation of the setup. They are all given in relative units, normal-
ized to their maximum amplitude. The shapes of the spectra are well in agreement but indicate
a tendency to a broader spectrum for measurements and a narrower spectrum for simulations.

and slightly narrower spectrum with nearly constant position of the maximum of the spectrum for
long fibres. The simulated spectra are presented in figure 27b without uncertainties to improve
the visibility of the plot. All simulations depict a steep decrease of the simulated spectrum around
600nm which is introduced by the simulated LED spectrum allowing only a narrow wavelength
regime.

For both, measurements with the spectrum analyzer and simulations, each individual as well as
the average spectrum is used to determine the total number of photons detected. Thereby, the in-
tensity I of each spectrum is defined by the integration over the wavelength regime 460− 610 nm.
Simultaneously, the intensity is measured by a pin photodiode. The diode is used to verify the inten-
sity calculated by the spectrum of the spectrum analyzer, as those may significantly dependent on
the correct subtraction of the corresponding darknoise spectrum. The relative intensity is expressed
by I/I0, while I0 is the intensity for the minimal fibre length measured (here 6 cm). The data points
represent the average weighted mean and its external uncertainty for all spectra studied.
The relative intensity as a function of fibre length is further presented for WLS fibres with and with-
out polished fibre ends in figure 28a. Unpolished ends are still cut with a sharp scalpel but without
any further finish and depict a less uniform surface. This rougher surface may not only change the
angular distribution of the emitted light but may also enhance the backscattering of photons into
the fibre at the surface to air. The former would lead to a comparable intensity in an integrating
sphere and cannot be studied with this setup. As presented in figure 28a, the relative intensity is
decreasing with fibre length for both kinds of finish. However, the measurements performed with
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measurements

(a) Measurements demonstrate a wavelength-dependent
attenuation and a strong intensity loss for long fibres.

0

simulations

(b) Simulations predict no wavelength dependency and a
significantly reduced light loss.

Figure 27.: Comparison of the measured WLS fibre emission spectra to the spectra determined by simu-
lations. The relative amplitude to the spectrum of the shortest fibre is given as a function of
wavelength for different WLS fibre lengths. The UV-blue LED is fixed by a mount at one fibre
end, while the other end is located in an integrating sphere and is read out by a spectrum
analyzer.

unpolished ends depict a systematically reduced intensity of up to 40% compared to the measure-
ments with polished ends. The shape of the spectrum is not influenced by the polishment. These
measurements emphasize the need of a proper treatment of WLS fibre ends to allow for the best
achievable light yield (refer to section 5.2.3.2). Furthermore, measurements for both detectors are
shown and demonstrate a comparable intensity loss. Thus, the subtraction of the darknoise from
the signal spectrum of the spectrum analyzer is sufficient and allows for a further study of the signal.
The relative measurements are further compared to the simulations for fibres of the same length in
figure 28b. The intensity is determined by the integration of the simulated spectrum in the same
wavelength regime as defined by the spectrum analyzer. The result of the simulation of the short-
est measured fibre length is normalized to the first data point of the measurement. Especially, the
strong decrease in the detected light intensity for short fibre lengths cannot be reproduced by the
simulation. But also the further intensity loss is steeper for the presented measurements. The atten-
uation is expected to follow an exponential decrease I(l) = I0 · ex p

�

− l
λatt

�

for long fibre lengths l.
The corresponding fits on the intensity decrease for fibre lengths > 298mm depicts an attenuation
length λatt = (3.4 ± 0.2)m for simulated fibres which is well in the order of the stated value in
the datasheet of λatt ≥ 3.5 m. The measurements correspond to a significantly shorter attenuation
length of only λatt = (1.5 ± 0.4)m. A potential source of light loss are defects along the fibre in
the outer cladding, provoking more photons to leave the fibre on their way than expected. The
simulations include a roughened surface taken a generally increased loss into account. However,
based on the measurements an overestimation of the amount of simulated photons detected by a
photosensor for a long WLS fibre is expected. This also applies for a completely assembled unit
with a fibre inside a scintillator tile. For a correct implementation of the investigated behavior in
the MC simulation, more studies would be needed as the overall state3 of each fibre is crucial for
the light yield.

3polishment of fibre ends, defects along the fibre, how often a fibre has been worked with
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measurements

(a) Measurements of polished and unpolished fibres em-
phasize the need of proper polishment of the fibre ends.
Both photodetectors show comparable results for the rela-
tive intensity loss.
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(b) Comparison of measurements and simulations indi-
cates an insufficient implementation of the wavelength-
dependent attenuation in the simulation framework and
additional light loss not accounted for along the fibres.

Figure 28.: Relative intensity measurements as a function of fibre lengths. Compared are measurements with
polished and unpolished ends for two photosensors which are a pin diode and a spectrum analyzer
simultaneously measuring the light emitted by an open fibre end in an integration sphere. The
measurements of fibres with polished ends performed with the spectrum analyzer are compared
to spectra predicted by simulations. A reduced attenuation length of λatt = 1.5 m can be found
for the measurements compared to an attenuation length of 3.4m for simulations.

Besides the clear indication of an additional light loss along the fibre, a wavelength-depending
attenuation is apparent. To study the shift of the wavelength of maximum emission of each spectrum
(simulated or measured) is determined. Therefore, each spectrum is fitted in the peak region by a
Gaussian fit. An exemplary fit on the signal for the shortest measured fibre length is shown in figure
29a. The wavelength of maximum emission is defined as the mean of the Gaussian distribution
with an uncertainty given for the fitted value by ROOT. In the example, the peak wavelength is
determined as (493.14± 0.30)nm which is slightly larger than the datasheet value of 492 nm. For
all further spectra a comparable uncertainty on the position of the peak is found. In figure 29b,
a nearly stable wavelength of maximum emission is predicted by simulations for all fibre lengths
with a slight decrease of 5nm. The measurements depict a stronger shift of the wavelength from
493nm to 510 nm for a fibre length from 6cm to 150 cm.

To calculate an estimate how much simulations and measurements differ, a multiplication of
each spectrum with the photon detection efficiency (PDE) is performed. Therefore, each average
spectrum is interpolated and normalized to one. The PDE as a function of wavelength of the SiPM
type S13360-1350PE given by Hamamatsu in the datasheet is also interpolated and normalized. By
the following integration of the product, an efficiency to detect photons can be estimated. As the
PDE is not flat in the according wavelength regime, the shift in the peak wavelength and the change
in the measured spectrum shape are relevant. However, the clear deviation in the overall intensity
will still dominate the determined efficiency. Shown in figure 30 is this detection efficiency for each
fibre length for simulations and measurements relative to the efficiency of the shortest measured
wavelength. By performing an interpolation of the data and assuming a uniform distribution of
photons along a fibre of length 600− 1500 mm, an overall decrease of detected photons in a real
setup can be roughly estimated to a factor of 2. The factor is expected to be reduced for newly
assembled units as a frequent reuse of fibres is the most important sources of the loss of light.
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(a) Fit of a Gaussian distribution at the peak of a measured
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(b) Comparison of the measured and simulated evolution
of the wavelength of maximum emission as a function of
fibre length.

Figure 29.: For each spectrum, the wavelength of maximum emission is determined by a fit of a Gaussian
distribution to the peak region. These wavelengths are shown as a function of the WLS fibre
length for measured and simulated data. The measurements indicate a continuous shift in the
peak position of ∼ 20nm for the 1500 mm long fibre compared to the shortest fibre measured.
Simulations predict a stable peak wavelength around 495 nm with a slight increase of 5 nm.

I.3. Reflective end of WLS fibre

As a small-sized SiPM type has been chosen, only one end of the fibre will guide the light onto
the photosensor. The other end has to be mirrored. Most of the photons being re-emitted by the
wavelength-shifting process in the direction of the fibre end inside the tile would be otherwise lost.
However, the light yield is only increased if the back-scattered photons are still contained in the WLS
fibre after leaving the reflected surface and if they are not absorbed along their way through the
WLS fibre to the SiPM. As these processes at optical boundaries depend on the roughness and shape
of the surface, as well as the amount of air / adhesive between WLS fibre and reflective material,
simulations provide only rough predictions of a real setup. To validate the simulated results, a
study of different materials has been performed proving highly specular reflective foils as optimal
material.

Measurement setup

The setup used is presented in figure 31. It is based on the illumination of a WLS fibre of type
BCF-92 from the side by a UV-blue LED. The fibre has a length of 29.8 cm and has polished ends.
The LED is located in the middle of the fibre in the fixed mount to keep the position of fibre and
LED constant for all measurements. One end of the fibre is covered by a (reflective) material. The
photons leaving the other end are detected by a pin photodiode. The materials studied are:

• Air as natural reflective surface.

• Water / optical gel to mimic an optical surface at which nearly all light is leaving the fibre.

• Highly reflective (ESR) foil as specular reflective material as used in unit layout 2 (99% re-
flectivity, cf. chapter 6, [153]).
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Figure 30.: Each average emission spectrum of the WLS fibre, simulated and measured, is interpolated
and normalized to one. A multiplication with a normalized photon detection efficiency of the
SiPM type S13360-1350PE by Hamamatsu is performed. The product is integrated and the
resulting detection efficiency is shown as a function of fibre length relative to the efficiency of
the shortest fibre. A strongly reduced detection efficiency is presented for a real setup compared
to predictions of the simulation.

• PTFE tape and Tyvek as diffuse reflective material [152, 154, 222].

• Chrome spray as used in the unit layout 1 (cf. chapter 6, [223]).

A specular reflective material is preferred due to the maximum acceptance angle of the WLS fibre. In
theory, all photons will be reflected back into the WLS fibre by an ideal specular reflector with 100%
reflectivity for an ideal optical coupling. A diffuse reflector randomizes the angular distribution and
many photons will not fulfill the requirements of the maximum acceptance angle of the fibre and
will be lost.
For the most extreme case, one can assume that all photons are only being reflected once by each
reflector and no further process will take place. If the angle of the photon after reflection is larger
than the maximum acceptance angle of the WLS fibre, the photon is considered to be lost. This
angles is stated as 35.7 ◦ in the datasheet. For this case, the amount of surviving photons of an ideal
diffusive reflector compared to an ideal specular reflector can be estimated according to

1
2π

∫ 37.5 ◦

θ=0 ◦

∫ 2π

φ=0

sin(θ ′)dθ ′dφ′ = 2π · 0.2
1

2π
= 0.2 . (9)

Corresponding to this calculated lower limit, a diffusive reflector would achieve only 20% of the
photons reflected back into the fibre by the specular reflector.

As the response of the pin diode is temperature dependent and ambient light would be captured
by the WLS fibre, all measurements are performed in a temperature stabilized and dark labora-
tory. At low illumination levels, the statistical uncertainty will be dominated by the fluctuations on
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Figure 31.: Shown is a sketch of the measurement setup studying the reflective cover material. The WLS
fibre is fixed in the LED mount. The mount is located in the middle of the WLS fibre. It
comprises a groove in which a fibre can be located and fixed if the mount is closed and locked
with screws. The integrated intensity is determined by a pin diode read out by a sourcemeter.

the measured photodiode current. Therefore, the measured current of the diode is averaged over
10 data points for each measurement. However, the setup is more likely to be dominated by sys-
tematic uncertainties as the coupling between the optical surfaces of the fibre and of the reflective
material or the position of the WLS fibre in respect to the photodiode. Thus, all measurements of
one material are performed 10 times to achieve an estimate of the uncertainties included in the
setup. Thereby, the fibre end is always measured with and without the reflective material under
study. A continuous measurement of the fibre with no additional reflective material applied is im-
portant as polished fibre ends may suffer from many measurement cycles or the light yield may
change according to temperature. As in theory, the light yield for a fibre with an open end to air
will always be the same in a fixed setup, the relative determination can compensate for such effects.

The light yield as a function of the studied materials are shown in figure 32. The data points
refer to the weighted average value of all measurements of the corresponding material and its ex-
ternal uncertainty relatively to measurements of a fibre without any material (optical boundary to
air). All measurements show a significantly increased light yield for a highly specular reflective
(ESR) foil (65% improvement), a medium increase for diffusive reflectors (40% improvement) and
nearly no improvement for an applied chrome spray at the fibre end (5% improvement). An optical
coupling to a second fibre, another WLS fibre of type BCF-92, introduces an increase of 5%. This
indicates a non-ideal transmission at the optical boundary. The coupling between optical fibres will
be discussed later in this chapter.
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Simulation setup

The presented measurements are compared to simulations. The simulated data points are slightly
shifted to allow for a better visibility (cf. figure 32). The simulations comprise a WLS fibre of
the same length in air with a slightly roughened surface. For each simulation, 10k photons are
isotropically emitted inside a slice of the fibre core located in the middle of the fibre length. The
wavelength distribution of these photons corresponds to the LED emission spectrum used in the
setup. The reflective materials are first simulated based on predefined properties of optical surfaces
from Look-Up Tables (LUT) in Geant4. Therefore, the fibre end is covered by an element consisting
of the applied material as Teflon, Tyvek or ESR foil. The materials are defined with properties cor-
responding to the datasheets of the applied material by the G4Material class. The optical boundary
of each element to the surface of the fibre is defined as a G4LogicalBorderSurface with the pre-
defined option groundteflonair, groundtyvekair and polishedvm2000air, respectively. These optical
boundaries take automatically a small air gap between the fibre and the material into account. To
implement the already defined properties of the cover material also for the optical boundary pro-
cesses, they have to be additionally handed over to the boundary object.
Simulations of the fibre end covered by reflective materials predict also the ESR foil as best choice.
However, an increased light yield by 20% compared to measurements indicates a non-ideal coupling
of foil and fibre end in the real setup. A possible explanation for this deviation would be surfaces
tilted against each other or an increased roughness of the fibre surface than implemented. These
effects will reduce the reflectivity only for specular reflective materials and not for diffusive materi-
als. For the latter, simulated and measured improvements of the light yield are well in agreement.
However, the light yield increase of the chrome spray is clearly overestimated by simulations which
indicates a wrong assumption of the optical properties of the reflector.

Alternatively, the open fibre end can be defined with a certain specular reflectivity. Thereby,
a reflectivity of the fibre end of 100% means that all photons will be reflected back inside the
fibre without any losses and for a reflectivity of 0% all photons having a contact to the fibre end
surface will be absorbed. No multiple scattering or a smearing of the reflectivity angle between the
fibre surface and the reflective cover will be taken into account. In figure 33, the expected linear
increase of the light yield with increasing reflectivity can be confirmed. This simulation process
is much faster than for a simulation including a proper described optical boundary. As the highly
reflective foil will be used for units of layout 2, the corresponding simulation of these units will be
performed assuming a reflective fibre end with a fixed reflectivity of 65% based on the presented
measurements.

I.4. Coupling to an optical fibre

The angular distribution of photons at the optical surface of the open fibre end is crucial to investi-
gate sources of light losses for example during a coupling of the WLS with an optical fibre. Besides
geometrical effects as the numerical aperture of both fibre types, the existence of air at the optical
boundary will change the optical coupling.
A measured angular distribution of photons leaving a WLS fibre is performed in [221]. The mea-
surement is shown in figure 34 (violet). Most photons are leaving the fibre under 30 − 45 ◦ in
respect to the surface normal. Assuming now a fibre coupling of a WLS fibre type BCF-92 and a
ESKA optical waveguide with a small air gap between both fibres, photons are leaving the WLS
fibre under large angles up to a maximum exiting angle of 90 ◦. However, only photons with an
incident angle of 61 ◦ are contained afterwards in the optical waveguide. A vertical line in figure
34 marks the maximum angle accepted by the optical fibre. The shaded area under the violet curve
depicts the amount of photons lost due to the smaller numerical aperture of the optical fibre. In-
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Figure 32.: Study of the light yield for different reflective materials used as cover of a WLS fibre of type
BCF-92 of Saint Gobain. The relative improvement in the light yield is shown in respect to the
fibre without cover (surface to air). For each data point 10 measurements have been performed
for each replacement of the fibre. Shown is the average value of the relative change in the light
yield while the uncertainty is determined by the uncertainties of each measurement repetition.
Measurements are compared to simulations of the corresponding material (circles) or a fixed
reflectivity (triangles, cf. figure 33). Both point out that the highly specular reflective foil is the
optimal material. See text for more information.

tegrating both, the complete distribution and the shaded area only, results in approximately 10%
of the photons which cannot be contained in the optical fibre. This has to be compared to a direct
coupling to a SiPM, which offers a high and stable angular photon detection efficiency up to 75 ◦

[54]. If assuming that all photons are lost above this critical angle, only 1% of the photons is not
reaching the active area of the SiPM. Thus, a WLS fibre can be efficiently readout directly coupled
to the photosensor.
Additionally shown by the green curve, is an estimated angular distribution of photons inside the
WLS fibre. The amount of photons can be estimated by a recalculation of the measured angular
distribution of WLS fibres in air to the distribution in the WLS fibre core according to Snell’s law.
Most of the photons propagate inside the WLS fibre with an angle of 20 ◦ which is supported by
simulations [221]. Naturally, this calculation does not include photons which have not left the WLS
fibre at the optical boundary to the ambient air but have been reflected back into the WLS fibre
according to the Fresnel equations (cf. chapter 5.2.3.2). Also depicted by a green vertical line and
shaded area are the corresponding maximum acceptance angle of the optical fibre and the photons
which will be not contained after entering the waveguide. In chapter 5.2.3, a multi-layer approach
is discussed introducing an air gap between the WLS fibre and an optical waveguide. Based on
Fresnel equations 5.19, the approach results in the loss of half of the light if a uniform angular
distribution is assumed.
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Figure 33.: Study of the simulated light yield by a defined reflectivity coefficient for the fibre end surface. A
WLS fibre of type BCF-92 of Saint Gobain with a fibre length of 298 mm has been simulated. As
expected, the increase is linear with increasing reflectivity. To reproduce the measured increase
of photons being reflected back by the highly reflective foil a reflectivity of the fibre end of 65%
can be used to simplify the simulation process.

Measurement setup

To study the optical coupling between a WLS fibre of type BCF-92 of Saint Gobain and an optical
waveguide in more detail, the following setup has been used. A sketch of the setup is shown in
figure 35a. A photo of the setup can be found in figure 35b. It comprises two main parts, the
illumination of the WLS fibre by the UV-blue LED at a fixed position as well as the coupling to the
optical waveguide and the readout of signal. The fibre with a length of 20cm is glued within a
groove into an acrylic tile. One WLS fibre end sticks out of the material and is guided through a
mount screwed onto the tile. This setup corresponds to the unit layout 1 presented in chapter 6.
The surfaces of the WLS fibre and the optical waveguide are placed directly bordering without any
additional optical coupling via optical gel or adhesive. The optical waveguide is fixated by a duct,
which can be moved by a xy-table. The opposite end of the waveguide is located in an integration
sphere. A pin photodiode located in one port perpendicular of the fibre entrance is measuring
the amount of photons transmitted. The complete setup comprising the waveguide mount and its
readout is located on another x-table. Thereby, the position of the fibre can be adjusted without
changing the position of waveguide inside the sphere to avoid systematic uncertainties introduced
by a repositioning.

With the presented setup, four different fibre types are investigated and compared to the light
yield of the WLS fibre without any coupling. All studied types have a length of 15cm. A continuous
review of the light yield of the single WLS fibre is performed for each measurement cycle of the
four different fibre types to verify the actual light yield provided by the WLS fibre. All transmission
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Figure 34.: Angular distribution of light exiting a WLS fibre into air before (green) and after leaving (violet)
the WLS fibre. The violet curve is based on studies in [221]. The green curve can be calculated
based on the former distribution and applying Snell’s law. Not included in the green curve are
photons which could have left the fibre by a transition into a different material than air. The
shaded areas mark the amount of light that is not induced in the transparent fibre due to the
acceptance angle of 61 ◦. The loss is in the order of 10%. Plot has first been presented in [183].

efficiencies are calculated in relative terms to those measurements. This enables a compensation
for changes in the detected photodiode current due to temperature deviations or wear marks of the
fibre end surfaces after several measurement cycles. Always the same WLS fibre and acrylic tile are
used and their position is unchanged. The four fibre types studied are:

1. A jacketed optical waveguide of type Super ESKA [224].

2. An optical waveguide of type BCF-98 by Saint Gobain [185].

3. The optical waveguide used in the unit layout 1, a ESKA acrylic fibre produced by Mitsubishi
[162].

4. A second WLS fibre of type BCF-92 by Saint Gobain [161].

In figure 36, the four fibre are shown next to the arylic test tile. The mount of the WLS fibre is
shown disassembled on top of the photo. For the measurements, the mount is screwed onto the
tile. The drilling holes are visible in the material. For units of layout 1, the coupling of WLS and
optical fibre takes place inside the mount in a narrow duct which can be firmly screwed to fixate
the coupling position. For this measurement setup, the coupling takes place outside of the mount.

Each fibre type is repositioned 10 times. For each repositioning 10 data points are taken by
the sourcemeter used to read out the photodiode. The relative intensity loss by a coupling to the
different fibre types is shown in relation to the single WLS fibre without coupling in figure 37.
Each data point refers to the weighted mean and its external uncertainty. The uncertainty is a
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(a) Sketch of the setup from the side. (b) Photo of the setup from above.

Figure 35.: Setup for the measurement of the optical coupling between WLS fibre and optical waveguide.
On the left, the illumination of the WLS fibre takes place. Shown are from left to right, the LED
mount, at which the WLS fibre is illuminated from the side at a fixed position, an acrylic tile
with a groove, in which a 20 cm WLS fibre is glued, and the mount for the mechanical coupling
of the WLS fibre and an optical waveguide. The optical waveguide is fixated in a duct which can
be fine positioned by a xy-table. The other open end of the optical waveguide is located inside
an integration sphere. A pin photodiode reads out the light emitted by the waveguide. The
setup for the waveguide readout is firmly installed on a second platform controllable by another
x-table.

combination of the uncertainty on the photodiode current determination and the repositioning of
the coupling. It is shown that a coupling to an additional waveguide is a significant source of light
loss, way larger than the 10% predicted by pure geometrical calculations. For the fibre of type ESKA
used in unit layout 1, only 30% of the photons are transmitted to the photosensor. As an optical
waveguide has a negligible attenuation for the waveguide length, the light loss is due to the optical
coupling itself. The further waveguide types predict an even lower efficiency. For the jacketed
fibre this is expected as the jacketing is influencing the outermost cladding. The BCF-98 optical
waveguide should have the same properties as the installed fibre in unit layout 1, but presents a
reduced efficiency. This may be an aging effect as an old fibre has been used which has been e.g.
exposed to day light for a long time. However, also the overall state of the fibre as the grade of
polishment of the fibre end can have an influence.
Interesting is, that the coupling to another WLS fibre of type BCF-92 is improving the transmission
efficiency to 45%. As a WLS fibre has a strongly reduced attenuation length, it is expected that the
amount of photons is reduced compared to an optical waveguide. A possible explanation for the
detected increase could be, that the fibre has a larger maximum angle of acceptance compared to an
optical waveguide. Additionally, the overall fibre state has to be taken into account. Furthermore,
the pin diode detects all photons emitted along the fibre end located inside the integration sphere.
All fibres are located with roughly 1cm inside the sphere. The amount of emitted photons along
this short part is reduced for an optical waveguide compared to WLS fibres. This can be shown
by placing the fibres directly at the edge of the sphere. The light intensity is reduced by 7% for a
WLS fibre compared to a protruding fibre. This is reduced to 2% for the optical waveguide. But
as the exact positioning of the fibres at the sphere edge is less reliable, the presented setup with
a protruding fibre has been chosen. However, important is that all fibre types depict a large light
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Figure 36.: Shown from left to right are the four studied fibre types, the acrylic tile in which the 20 cm WLS
fibre is glued in and the disassembled mechanical coupling. The four fibre types are a jacketed
Super ESKA, BCF-98 and ESKA fibre as optical waveguides as well as a BCF-92 WLS fibre.
Two fibre types are located in the duct which is used to hold the waveguide in place.

loss of 50-80% due to the coupling. Furthermore, the strong influence by systematic uncertainties
is clarified.

Now, an intended air gap is introduced by a fine placing of the platform at which the waveguide
and its readout is installed. The combined movement avoids the uncertainty introduced by a dif-
ferent amount of fibre located inside the integrating sphere as discussed. A photo of the coupling is
shown in figure 38. The optical waveguide (right) is installed in a duct. The WLS fibre (left) depicts
some wear marks, probably introduced by the previous installation of the mechanical mount. The
coupling seems to be well aligned by eye and no large air gap can be identified. But it is apparent
that the region of the coupling is highly illuminated in the photo as photons are scattered at the
optical boundary and reach in larger number the camera sensor.

To find the optimal position of the fibre alignment and to study the influence of a misalignment,
the position of the fibre in z-direction is changed. The definition of the coordinate system is illus-
trated in figure 35 and 38. The surfaces of both fibres are parallel orientated to each other. Starting
at a positioning by eye, the intensity is constantly measured after a replacement of the fibre in steps
of few O (10− 100µm) in both z-directions. The displacement takes place until both surfaces no
longer have any contact with each other. A symmetric light loss around the real center of the fibre
is shown in figure 39 as a function of the shift in z-direction. Each data point corresponds to a
single measurement. The uncertainties shown are the standard deviation of the 10 current values
of the photodiode measured by the sourcemeter. The intensity is given normalized to the maximum
intensity determined. As expected, no photon current is measured at a displacement around 1mm
which corresponds to the fibre diameter. The zero position in z-direction refers to the position at
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Figure 37.: Relative intensity measured at the photodiode for the coupling of the WLS fibre to four different
waveguides in respect to the intensity measured at the WLS fibre without any coupling. All
four fibre types demonstrate that at the optical interconnection more than half of the photons
are lost. For the optical waveguide under study, called the AMD fibre, the intensity loss can be
found to 70%.

which the author thought the fibres are aligned introducing a change of 10% in intensity for roughly
0.2mm offset. This emphasizes the need of a correct alignment of fibres.

Starting from the optimal alignment of both fibres, an intended air gap is introduced between
those. The determined decrease is shown relative to the intensity at the starting position in figure
40 as a function of the air gap size. Each data point corresponds to a single measurement. The
uncertainties shown are the standard deviation of the 10 current values of the photodiode measured
by the sourcemeter. An exponential decrease can be found. For an air gap of 1mm the intensity is
reduced to only 50%.

Simulation setup

For comparison, the setup is simulated for different distances between a WLS fibre and an optical
waveguide / another WLS fibre. All fibres are simulated with a length of 15 cm and a roughened
surface. The air gap ranges from several micrometer to several millimeter. The WLS fibre is illumi-
nated at the same point of the fibre as for the measurements. As reference the intensity detected
after an ideal coupling to an optical waveguide without any air gap is used. Already a small air gap
of few µm introduces an intensity loss which is strongly decreasing until a stable intensity loss is
reached for a 2 mm air gap. The exponential decrease is in excellent agreement with the presented
measurements and can explain the intensity loss at an optical coupling by an air gap in between both
fibres. A small shift between both curves can be determined which may corresponds to the fact, that
for a measurement an ideal coupling is never achieved. However, to reproduce the transmission
efficiency of only 30% determined by measurement, an air gap of 0.8 mm would be needed. This
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Figure 38.: To study the influence of an air gap in between the WLS fibre and the waveguide, the latter
is moved away from the WLS fibre. Shown, is a photo of the best achievable coupling used
as reference. It can be seen that for the WLS fibre end (on the left) already some marks are
apparent due to the previous installation of the mechanical mount at the acrylic tile. The fibres
seem to be well aligned and no significant air gap is visible. From an optical point of view,
however, many photons seem to leave the coupling area and cause a strong illumination of this
area.

air gap would be already visible by eye in figure 38. To be even more consistent with the measured
value, thus an additional source of intensity loss as a rougher surface of the fibre end or a tilting
angle between both surfaces is needed based on the simulations. However, the simple multi-layer
calculation presented in chapter 5.2.3 indicated a larger amount of light loss than simulated and in
the same order as derived by the measurements. The coupling to a WLS fibre indicates a stronger
loss already for the smallest gaps while the intensity loss is converging for larger gaps. This is a
contrary trend as depicted by the measurements in figure 37 and needs a further investigation in
the future.

I.5. Summary of presented studies

The presented studies of single WLS fibres demonstrated the following important characteristics for
their expected performance in a combined setup with a scintillator tile:

• The wavelength of maximum emission of the WLS fibre emission spectrum is increasing as a
function of the fibre length. This behaviour is not properly implemented in the MC simulation.
As the photon detection efficiency of the SiPM is decreasing in the corresponding wavelength
regime, the MC simulation overestimates the number of photons detected by the SiPM.

• The number of surviving photons as a function of WLS fibre length is significantly reduced
for measurements compared to the results of simulations. The MC simulation overestimates
the number of photons detected by the SiPM by a factor of ® 2. The factor will be reduced
for newly assembled units as frequent reuse of fibres causes the greatest loss of light.
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Figure 39.: The influence of a misalignment between WLS fibre and optical waveguide is studied by a
deliberated shift while both surfaces always face each other. A symmetrical reduction of intensity
is apparent for a shift in both direction of the center. The maximum intensity loss is at a shift of
1 mm corresponding to the fibre diameter. The zero position refers to the position at which the
author of this thesis aligned the fibres by eye. An uncertainty on this positioning of around 10%
is indicated. Each data point depicts a single measurement corresponding to the average and the
uncertainty determined by the standard deviation of the 10 photodiode current values measured
by the sourcemeter. The intensity is given normalized to the maximum intensity determined.

• The coupling of a WLS fibre to an optical waveguide is a large source of light loss. Only≈ 30%
of photons are transmitted. Thus, the sole use of one WLS fibre in the setup is strongly
recommenced. A narrow air gap and a misalignment of fibres are reasonable factors, but
further attenuation factors are necessary to explain the total light loss.
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Figure 40.: Measured relative intensity loss due to a small air gap between a WLS fibre and an optical
waveguide as a function of the size of the air gap (blue circles). A strong decrease is shown
for already small air gap changes. The intensity loss can be explained by photons leaving the
fibre under large angles with directions located outside of the waveguide re-entering area. In
comparison, MC simulations for an optical waveguide (green circles) and a WLS fibre (triangles)
are shown. Those confirm an air gap as source of significant light loss. However, an additional
source is needed to explain the intrinsic light loss of 70% between a WLS fibre measured with
and without coupled to an optical waveguide.

J. Modifications of individual scintillator units

Several details of the centre piece of the detector, the unit, are studied by means of a test tile com-
prising changing components. The knowledge, gained from these measurements, is integrated in
the design of the unit (called layout 2, cf. section 6).
Always the same test tile is used which also avoids fluctuations in the signal due to intrinsic devi-
ations of the light yield of each individual scintillator tile. The test tile is measured in coincidence
with two units of layout 1 (cf. section 6 and the work of Lukas Middendorf [165]) in a stack. These
units will be referred as trigger units in the rest of this section. By the stack, a pure atmospheric
muon sample can be achieved.

The MIP (minimum ionizing particle) peak corresponding to the maximum of the charge distri-
bution of atmospheric muons is then used in units of photon equivalents (p.e.) to determine the
signal yield achieved by the test tile. An exemplary spectrum can be found in figure 44 in this sec-
tion. The spectrum is discussed in detail in section 8.1.3.
The test tile includes a WLS fibre located in a sigma-shaped groove. The WLS fibre is sticking out
of the tile by 5 cm to allow a fine positioning of the SiPM via a xy-table. The position of the fibre in
respect to the SiPM is verified by a macro photo with a camera. For few measurements the WLS is
coupled to an optical waveguide which is then located on the SiPM at a carrier board. An example
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(a) The fibre is located in a duct which is hold in place by
a mount. The SiPM on the carrier board is placed in front
of the fibre end by means of a xy-table.

(b) Macro photo of the coupling. The fibre is placed in the
centre of the SiPM.

Figure 41.: Verification of the position of a SiPM on a xy-table in respect to a optical fibre which is coupled
to the WLS fibre sticking out of the scintillator tile under study. The SiPM is located on a
carrier board.

of the coupling of the SiPM to a waveguide is depicted in 41. The waveguide is located in a duct
with collets. The duct is hold in place by a mount. The duct is only needed for the optical waveg-
uide coupling. Otherwise, the WLS fibre is directly placed in front of the SiPM to avoid wear marks
on the WLS fibre especially at the polished surfaces while insertion into the duct.

For the test tile a state-of-the-art SiPM type S13360-1350PE by Hamamatsu [105] is used. Each
trigger unit comprises a WLS fibre which is coupled to an optical waveguide of 30cm and is read
out by SiPMs of type S12571-050P.
All measurements have been performed with the same EASIROC evaluation board, but with the
corresponding SiPM carrier board and power supply unit for each SiPM type (cf. section 6). The
default overvoltages 2.5 V (layout 1) and 3 V (layout 2) stated in the datasheets [111] have been
applied.
As shaping parameters a 125ns nominal peaking time4 and the highest possible gain5 has been
applied. While main operation parameters as the discriminator threshold or the baseline of the
EASIROC are temperature depending, the temperature at which the measurements are performed
are indicated. They are mostly stable for each measurement procedure. For all measurements the
temperature ranged within 26− 28 ◦C. A compensation of the temperature-depending change of
the breakdown voltage is applied to keep the SiPM gain constant as described in section 4. The
configuration scripts and measurement programs for studies of scintillator units by the presented
readout electronics have been modified but are based on programs developed by Lukas Middendorf
and which are presented in his doctoral thesis [165].

First, the influence of the reflective material used for mirroring of the fibre end inside the tile is
investigated for a setup of a WLS fibre inside a tile. The result is compared to the study of WLS
fibres illuminated by a LED (cf. section I.3). These measurements confirm a highly reflective foil
as optimal material. Secondly, the influence of different reflective materials used as wrapping of
the tiles is investigated. The wrapping is needed to guide photons leaving otherwise the scintilla-

4corresponding to a shaping setting of 5
5corresponding to a feedback setting of 1
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tor back into the tile to increase the chance for them being captured by the WLS fibre. Thereby, a
diffusive material as Tyvek or PTFE tape is found as best performing wrapping. At least, the optical
coupling to a transparent waveguide found as potential source of light loss (cf. section I.4) is stud-
ied in terms of a complete unit. The signal yield is as expected significantly decreased by such a
coupling. Also a direct coupling of a SiPM to a WLS fibre, directly at tile edge, shows a non-perfect
coupling, but is found as the best available option.

J.1. Reflective end of WLS fibre located in a tile

The potential of reflective materials at one fibre end to increase significantly the light yield of a
WLS fibre has been presented in figure 32. The studied short WLS fibres are illuminated by a LED
at a fixed position. Inside a scintillator tile, the fibre implemented captures photons along its entire
length of 1m if a muon deposit energy in the scintillator material. The resulting light yield will thus
be a convolution of a wide range of photon pathlengths inside the fibre. Therefore, two materials
have been studied in the test tile. Thereby, the WLS fibre is not glued into the groove of the tile to
allow an easy exchange but is perfectly hold in place in the sigma-shaped groove due to friction.
The two materials studied are:

1. Chrome spray as used in unit layout 1.

• Measured twice with two layers of spray.

• Measured twice with three layers of spray. The third layer is applied over the previous
two layers.

• Measured once with four layers of spray. The fourth layer is applied over the previous
three layers.

2. Highly reflective foil (99% reflectivity) as used in unit layout 2.

• Three times a piece of foil is glued onto the fibre end. Between each revision, the fibre
end is cut and polished.

For each measurement, the SiPM is repositioned five times in front of the WLS fibre. The MIP
peak position is determined in units of p.e. by fits on the signal charge spectrum. The spectrum
comprises events, in which the test tile is read out while the trigger tiles have seen a signal larger
than the discriminator threshold of 2.5 p.e. regardless of the trigger state of the test tile. The overall
signal yield is calculated by a weighted mean of all measurements, whereby the uncertainty of each
measurement is determined by the uncertainty of the fit results. Besides uncertainties introduced by
the repetition of mirroring and repositioning, an additional uncertainty is included by the wrapping
of the tile. This has to be redone for each mirroring cycle to allow for a modification of the WLS
fibre end. The average temperature during the measurements of the SiPM of the test tile is (27.16±
0.38) ◦C. As expected due to the measurements of a WLS fibre illuminated by an LED, the mirroring
of the WLS fibre by the chrome spray has only a small effect compared to an open fibre end. As
the fibre is not glued into the groove, the open end has a surface to air. Within the uncertainties
the light yield of the open end and the chrome spray are consistent with each other and with
the previous studies. The highly specular reflective foil glued onto the fibre end is recommended,
but improves the light yield only by 15% compared to an increase by 70% for the previous study.
Possible explanations are a non-parallel alignment of the mirror foil and the stronger attenuation
due to an increased fibre length. Assuming a nominal attenuation length of λatt = 3.5 m, the
reduced light intensity for l = [0.80,1.80]m additional pathlength can be calculated by I(l)/I0 =
exp(−l/λatt) = [0.79,0.59]. The reflectivity of the complete setup is thus [56,41]% compared to
a shorter WLS fibre with a length of 15 cm but which is still not compatible with the determined
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Figure 42.: Study of the influence on the light yield of different reflective materials used for mirroring of the
fibre end. The fibre is located inside a test tile. The largest light yield is achieved for a highly
specular reflective foil glued onto the fibre end. The light yield is increased by 15%, compared
to a WLS fibre with surface to air and a WLS fibre mirrored by chrome spray as implemented
in units of layout 1. The average temperature during the measurements is (27.16±0.38) ◦C for
the SiPM of the test tile.

efficiency. However, the previous studies of artificially illuminated WLS fibres indicate an even
stronger attenuation, especially compared to short WLS fibre lengths. The derived intensity dropped
by a factor of 3 from a WLS fibre length of 15cm to 150 cm. The corresponding overall efficiency is
in an acceptable range compared to the mirrored fibre in the scintillator tile. Furthermore, the WLS
fibre is bent inside the sigma-shaped groove provoking a stronger light loss in the rounded corners
compared to straight fibres for the measurements of a single WLS fibre.

J.2. Wrapping type

Besides the mirror coating of the fibre end inside the tile, also the wrapping of the complete scin-
tillator tile with a reflective material is important. The minimal signal yield is expected for a unit
without any additional wrapping, where photons are only guided back into the scintillator material
by reflections at the surface to air. As already presented in chapter 5, the use of reflective material
as wrapping of scintillator tiles can significantly increase the signal yield. Based on the studies
presented in table 5.1, the best reflectivity is expected for a wrapping by PTFE tape also known
under the trademark Teflon, followed by Tyvek paper and aluminum foil. The wrapping by highly
reflective ESR foil is not studied as it is too expensive to apply. In figure 43, the signal yields of
the studied materials are compared to a unit without wrapping. The signal yield is defined by the
position of the MIP peak maximum in units of p.e. The tile is rewrapped five times by two layers of
aluminum foil as well as 10 times by a Tyvek sheet and 3 times by a PTFE tape. For wrappings by
Tyvek or PTFE tape, two additional layers of aluminum foil are added as external protection. They
allow not only for an improved reflectivity and stability, but also for a shielding against ambient
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Figure 43.: Study of the influence of different wrapping materials on the light yield achieved by the test
tile. The largest light yield is determined for diffusive materials. Compared to a tile without any
additional material, so with only reflections at the surface to air, the light yield is increased by
a factor of 2.5. The average temperature during the measurements is (26.23± 0.16) ◦C for the
SiPM at the test tile.

light. Important is, that the edges and corners of the tile are completely covered. For each wrapping
cycle, the SiPM is repositioned five times to investigate the uncertainty on the coupling efficiency
between WLS fibre and SiPM. The fibre end inside the tile is mirrored by a reflective foil. The fi-
bre is glued inside the groove along its entire length. The data points correspond to the weighted
mean and the error bars to its external error. The average temperature during the measurements is
(26.23±0.16) ◦C of the SiPM at the test tile. The wrapping based on PTFE tape is the most efficient
in terms of light yield (a factor of 2.5 higher compared to unwrapped tile and 1.15 compared to a
Tyvek wrapping). However, the procedure needs two persons and more time as the tape has to be
carefully applied in windings. Therefore, a wrapping with one layer of Tyvek and two additional
aluminum layers is preferred.

J.3. Optical waveguide

A coupling to an optical waveguide is implemented in units of layout 1 to reduce the transmission
loss by the relatively small attenuation length of the WLS fibre over long distances. The coupling
is identified as potential source of light loss. The previous studies for artificially illuminated WLS
fibres coupled to various types of optical waveguides are summarized in figure 37. For units of
layout 1, a mechanical coupling is implemented by a mount comprising a narrow duct with the size
of a fibre and a collet chuck to hold both, the WLS fibre and the optical waveguide, in place (cf.
figure 6.1). Thereby, both fibres are located surface to surface, without any additional optical pad
or gel. To investigate the influence of such a coupling, a unit of layout 1 is studied with and without
an additional coupling to a waveguide of length 15cm. The unit is measured in coincidence with
the two trigger units in the stack. Thereby, the light is not guided onto the corresponding SiPM

271



Appendix

type of layout 1 but to the actual type S13360-1350PE to allow for a better comparison to the light
yield achieved by the test tile. For the measurement without the waveguide, the mechanical mount
has been removed to have direct access to the WLS fibre. The average temperature during the
measurements is (26.51± 0.18) ◦C.
Three configurations are studied whereby all tiles have been wrapped by Tyvek and two additional
aluminum layers:

1. Test tile with a WLS fibre end mirrored by a highly reflective foil. The WLS fibre sticks out of
the tile and is directly coupled to a SiPM of type S13360-1350PE.

2. Unit of layout 1 with a WLS fibre end mirrored by chrome spray.

• The WLS fibre is coupled to an optical waveguide using the mechanical mount. The
optical waveguide is readout by the same SiPM.

• The WLS fibre is directly coupled to the same SiPM.

In figure 44, the three charge spectra are depicted as a function of the charge given in ADC count of
the high gain of the slow shaper. For all three configurations, the MIP peak is clearly visible with an
excellent single p.e. resolution. The bump at the end of the charge spectrum is a saturation feature
of the EASIROC for the high gain as all higher energetic events are accumulated. A calibration
between high and low gain allows for a significantly increased dynamic range and the effect vanishs.
The calibration is introduced in chapter 8. The MIP peak in the charge spectrum of the unit of layout
1 with and without optical coupling corresponds to 7.5p.e. and 21.2p.e., respectively. The increase
light yield by a factor of 2.8 is well in comparison to the test unit and verifies the optical coupling
as largest source of light loss of unit layout 1. Therefore, the direct coupling of the WLS fibre to a
SiPM is strongly preferred.
Actually, an improved light yield of unit 2 by 15% is expected due to a different mirroring of the
WLS fibre in the tile by reflective foil compared to a non-efficient chrome spray for layout 1. For the
measurement of the unit of layout 2, only a small increase in the light yield of 5% can be identified.
However, the comparison of the performance of several units presented in table 8.2 will identify a
large spread within the overall light yield of up to 30% which can well explain the results.

J.4. WLS fibre glued inside groove

As a last step, the influence of the coupling between the WLS fibre and the SIPM, directly located
at the scintillator edge, is studied as well as the need of a glued fibre inside the groove. For the
coupling to a WLS fibre, the SiPM circuit board has to be screwed onto the tile. This cannot be done
unlimited firmly, as this may cause cracks in the material. Thus, air gaps and slightly tilted surfaces
are a potential light loss for this coupling procedure. The use of optical pads or gels to improve the
optical coupling are not considered as the complete setup may be subject to thermal expansions
if measured within a large temperature range. The efficiency of the coupling may strongly variate
over time if the pad or the gel is squeezed or kept relaxed during the extension. Thus, it is expected,
that the SiPM circuit board screwed at the tile results in a reduced light yield compared to the one
achieved by the placement by the xy-table. The xy-table placement enables a clear view on the
interconnection and the possibility to put pressure on the contact surface between fibre and SiPM
to avoid an air gap in-between.
For the measurement, the WLS fibre end is cut at the tile edge and then mechanically polished
to achieve a homogenous surface. The light yield after the modification is given as the MIP peak
position in units of p.e. The measurement is presented in figure 45 compared to the light yield
achieved by the former coupling with the fibre sticking out. For both studies, the SiPM has been
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Figure 44.: Comparison of a unit layout 1 with and without the optical coupling to a transparent waveguide
to the signal yield of the test tile. Shown are the charge spectra as a function of ADC count
for the high gain of the EASIROC slow shapers. The outer tiles of the stack have been used
as trigger with a discriminator threshold of 2.5p.e. If a trigger is received, the middle tile under
investigation is read out regardless of its own trigger status. Thus, the spectrum contains besides
the MIP peak, the pedestal peak corresponding to electronic noise visible at a HG ADC count
of roughly 925 and few dark noise events.

repositioned several times and the average including its standard deviation is shown. The signal
of a SiPM located at the tile edge is, as discussed, slightly reduced by 6% but still provides an
excellent light yield. Furthermore, it indicates a more stable connection, if repositioned, compared
to the freely movable fibre and is therefore strongly recommended.
For these measurements, the WLS fibre ends have to be glued inside the groove to ensure a stable
position in respect to the photosensor. This gluing procedure of the fibre needs a lot of time to
avoid air inclusions in the optical adhesive. It has been shown during the test measurements, that
the position of the WLS fibre in the groove is already stable due to friction by its sigma shape. This
can be also confirmed after heavily shaking of the tile. For units of layout 1, the WLS fibre has
been glued into the groove along its entire length. Therefore, it is investigated if the light yield
changes for a fibre entirely glued inside the groove or only at its end. Optical adhesive has thereby
both advantages and disadvantages for the trapping efficiency of photons inside the tile. It allows a
smoother transition between the refractive indices of scintillator material and WLS fibre compared
to air and allows more photons to enter the fibre. But the same smooth transition allows photons
in the round corners of the tile to leave the fibre more easily. As both processes may cancel out, a
faster production time might be achieved without loss of light. In figure 45, the light yield collected
of the same WLS fibre for passages of atmospheric muons is shown first with only the fibre ends
and then for the entire fibre glued into the groove. No significant deviation can be found. The
slight tendency visible indicates a less efficient light yield for the fibre glued over its entire length.
Therefore, for the further production the WLS fibre is only glued into the groove at its end.
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Figure 45.: Study of the influence on the light yield of the test tile by the coupling of the SiPM to a WLS
fibre directly at the scintillator tile edge. The WLS fibre is once glued over its entire length into
the milled groove in the tile and once only its end are fixated. The light yield is compared to
a SiPM coupled to a WLS fibre still sticking out of the tile. Each data point corresponds to
the average value and the standard deviations determined by several replacements of the SiPM.
Within the uncertainties no deviation between the two different states of the WLS fibre gluing
so that for a faster production only the fibre ends are glued into the groove. A reduction of the
light yield by 6% can be found for the direct coupling from SiPM to a WLS fibre.
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