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Zusammenfassung

Das Thema dieser Arbeit ist die Suche nach neuer Physik mit einem Elektron und
fehlender transversaler Energie im Endzustand. Die Suche basiert auf Daten von Proton-
Proton Kollisionen bei einer Schwerpunktsenergie von 8 TeV, die mit dem CMS Detektor
am LHC gemessen wurden. Insgesamt werden 20 fb−1 an Daten genutzt. Dies entspricht
dem vollen Proton-Proton Datensatz aus dem Jahr 2012.

Viele Erweiterungen des Standardmodells der Teilchenphysik postulieren die Existenz
von weiteren elektrisch geladenen Bosonen. Letztere werden oft W′ genannt. In dieser
Arbeit wird ein vereinfachtes W′-Modell benutzt, welches in seinen Eigenschaften dem
Standardmodell gleicht. Es wird zwischen drei Szenarien unterschieden. Zwei der drei
Szenarien enthalten Interferenzeffekte zwischen dem Standardmodell W und dem W′.
Darüber hinaus wird ein Modell mit einer vier-Fermion Kontakwechselwirkung unter-
sucht.

Die Ergebnisse der Suche zeigen keine signifikante Abweichung von der Standard-
modellvorhersage. Die für die Bestimmung der Ausschlussgrenzen verwendete multi-bin
Methode stellt eine Verallgemeinerung und Verbesserung der in bisherigen Suchen der-
selben Art verwendeten Methode dar. Sie erlaubt die Einbeziehung von Signalregionen
mit destruktiver Interferenz in die Berechnung der Ausschlussgrenzen. Das W′ Szenario
ohne Interferenz kann für W′ Massen bis zu 3.24 TeV ausgeschlossen werden (95% CL).
Für die Szenarien mit Interferenz erhöhen sich die Ausschlussgrenzen auf 3.40 TeV
beziehungsweise 3.55 TeV. Das Kontaktwechselwirkungsmodell kann bis zu einer En-
ergieskala von 12.0 TeV ausgeschlossen werden. Die Ergebnisse dieser Arbeit werden
zusammen mit den Ergebnissen einer ähnlichen Suche im Myon-Kanal veröffentlicht [1].

Abstract

In this thesis, a search for new physics in the electron + missing transverse energy
channel is presented based on proton-proton collisions measured with the CMS detector
at the LHC. The whole 2012 CMS dataset is used, which amounts to 20 fb−1 of collision
data recorded at a center-of-mass energy of 8 TeV.

In many extensions of the Standard Model of particle physics, the existence of addi-
tional charged bosons called W′ is predicted. For this search, a simple W′ model with
Standard Model-like properties is used as benchmark model with three different sce-
narios. Two of the three scenarios include interference effects between the W′ and the
Standard Model W. An additional interpretation is done in terms of an effective four
fermion contact interaction theory.

No significant deviation from the Standard Model prediction is found. For the deter-
mination of exclusion limits on the parameters of the new theories, a multi-bin method
was used which is a generalization of the methods used in previous searches and pub-
lications of the same kind. This allows the inclusion of signal regions with destructive
interference into the limit calculation. The W′ scenario without interference can be
excluded at 95% CL for W′ masses up to 3.24 TeV. In the interference scenarios, the
exclusion limits extend to 3.40 TeV and 3.55 TeV respectively. The four fermion contact
interaction can be excluded for energy scales up to 12.0 TeV. A similar analysis was
performed in the muon channel and will be published together with the results from this
thesis [1].
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1 Introduction

Elementary particle physics deals with the fundamental constituents of matter and their
interactions. During the last century, a remarkable progress has been made in this field
which lead to the formulation of the Standard Model of particle physics. The Standard
Model is based on a small set of particles and forces and is able to describe a vast range of
phenomena. It was tested over many years and is considered to be extremely successful.
Despite its success, many open questions remain, which lead to the postulation of new
theories trying to extend or replace the Standard Model.

Many of these new theories can be tested at the Large Hadron Collider, which is the
current flagship experiment in the field of collider physics and allows to access previously
unexplored energy regimes. In this thesis, the proton-proton (pp) collision data measured
with the Compact Muon Solenoid (CMS) detector in 2012 is analyzed. CMS is one of
the four main detectors installed at the LHC. The search channel of this analysis is
the electron + missing transverse energy (Emiss

T ) channel. Emiss
T can arise from particles

which escape the detector without leaving a detectable signature (e.g. neutrinos).

The content of this thesis is divided into four parts. In the first part, an introduction
to the theoretical background is given. This includes a summary of the Standard Model
of particle physics as well as a presentation of the new physics models which are the
baseline for this search. The second part explains the experimental setup and consists of
a description of the CMS detector and the reconstruction processes involved during the
reconstruction of a collision event. In the third part, the analysis is presented. As will be
explained later, the assumptions on the properties of the new physics signal are rather
general. Therefore, the analysis results can be interpreted in terms of many different
new physics models. The last part is about the interpretation of the analysis results with
statistical methods in terms of different new physics scenarios. In the end, a summary
of the achieved results is given.

System of units

In particle physics, it is common practice to use a ’natural’ system of units in which
~ = c = 1. This leads to the same units for energy, mass and momentum (see equation
1.1).

[energy] = [mass] = [momentum] = 1eV (1.1)

Energy, mass and momentum are usually expressed in units of electron Volt (eV).
One eV is the energy a particle carrying the electrical charge of 1 e (elementary charge)
gains, if it is accelerated with a Voltage of 1 V, and it corresponds to 1.602 · 10−19J.

Coordinate system

The CMS detector is located in the north of the LHC collider ring. The origin of the
CMS coordinate system is in the center of the detector at the nominal collision point.
From this point, the x-axis points south towards the LHC center and the y-axis points

1



1. Introduction

vertically upwards. The z-axis is arranged along the beam axis and points into the west.
These three axes form a Carthesian coordinate system. The x-y plane is usually called
’transverse plane’. By projecting the momentum of a particle onto the transverse plane,
the transverse momentum can be obtained (similar for other variables). The azimuthal
angle φ is measured in the transverse plane and is 0 for a vector pointing along the x-axis.
The polar angle θ is defined with respect to the z axis. θ equals 0 for a vector pointing in
the direction of the z-axis and π for a vector pointing in the opposite direction. Instead
of θ, the pseudorapidity η as defined in equation 1.2 can be used.

η = − ln(tan
θ

2
) (1.2)

The distance between two trajectories can be expressed with help of the variable ∆R
which is defined in equation 1.3.

∆R =
√

∆φ2 + ∆η2 (1.3)
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Part I.

Theoretical background





2 Standard Model of particle physics

The Standard Model of particle physics is a theory describing the fundamental con-
stituents of matter and the interactions between them. Being able to describe and
predict a vast range of different phenomena, it is an extremely successful theory and
has been tested over many decades. There are four known forces in the universe today:
the electromagnetic, the strong, the weak and the gravitational force. From these four,
the first three are included in the Standard Model. The electromagnetic and the weak
force could be combined into the single framework of the electroweak force. Despite
many efforts, no convincing way has been found to include the gravitational force or to
combine strong and electroweak force. For the distances and energies relevant in particle
physics, gravitation can be neglected since it is much weaker than the other three forces.

This chapter should serve as a general introduction into the concepts and phenomenol-
ogy of the Standard Model. It includes a presentation of the fundamental constituents
and forces, the concept of quantum field theories as well as a short summary of the cross-
section calculation at a hadron collider. The chapter concludes with a list of flaws and
remaining questions of the Standard Model. A detailed overview of the Standard Model
and its history can be found in [2]. More information about the concept of quantum field
theories and their application to the Standard Model is given in [3]. Unless otherwise
stated, the content of this chapter is taken from those two sources.

Fundamental particles

The Standard Model is based on a few elementary particles which are assumed to be
point-like. Beside of its mass, each particle can be characterized with a set of quantum
numbers. A very important quantum number is the spin of the particle. Based on
it, the particles are divided into fermions on the one side and bosons on the other
side. The other quantum numbers are related to the interaction of the particle with the
fundamental forces (e.g. electric charge ↔ electromagnetic force).

Fermions have a half-integer spin and can be further divided into quarks and leptons.
Quarks participate in all three fundamental interactions included in the Standard Model.
They have an electric charge of +2/3 or -1/3 (expressed in units of the elementary charge
e). Leptons do not participate in the strong interaction. Here, the distinction between
charged leptons with an electric charge of -1 participating in electromagnetic and weak
interactions and uncharged leptons (electric charge of 0) can be made. The latter ones
are called neutrinos and do only take part in weak interactions. Over the years, six
quarks and six leptons have been discovered, which can be organized in three ’families’
or ’generations’. The corresponding particles of each generation have the same quantum
numbers but differ in their mass. Each generation consists of two quarks, a charged
lepton (e, µ, τ) and a corresponding neutrino (νe, νµ, ντ ). One of the two quarks is an
’up’-type quark (u, c, t) with an electric charge of +2/3 and the other one a ’down’-
type quark (d, s, b) having an electric charge of -1/3. The Standard Model provides
no explanation or prediction for the number of generations. With the exception of the
neutrinos, all particles of the higher generations are unstable and decay into particles
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2. Standard Model of particle physics
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Figure 2.1. Fundamental particles of the Standard Model. Neutrino masses are approxi-
mated to zero. All values are taken from [7].

of the first generation via weak interaction. Thus, all observable matter is mainly built
from particles of the first generation. In the following, the neutrinos are approximated
to be stable and massless even though experimental data indicates the presence of an
oscillation mechanism between the three neutrino generations which leads to non-zero
masses (see [4] for details).

Bosons are particles with an integer spin. In the Standard Model, the fundamental
forces are mediated through the exchange of ’force-carrier’ bosons with a spin of 1. The
force-carrier or the electromagnetic force is the photon. For the weak interaction, the
exchange bosons are the two W± bosons as well as the Z boson. The strong force is
mediated via eight different gluons. While the photon and the gluons are massless, the
W± and Z bosons are found to be massive. The mechanism to introduce masses to the
Standard Model particles is called Higgs mechanism [5, 6] and predicts the existence
of a scalar boson called the Higgs boson. A summary of all Standard Model particles
is given in figure 2.1. For each particle, an anti-particle which has the same mass but
opposite charges (e.g the positron has an electric charge of +1) exists. In some cases,
particle and anti-particle are identical (e.g. photon).

Theory of strong interactions

Quantum chromodynamics (QCD) [8, 9] is the theory of strong interactions based on
the symmetry group SU(3). As stated before, only quarks and gluons are involved in the
strong interaction. Each quark exists in three different colors (usually dubbed red, green
and blue) forming a color triplet. The color of a quark corresponds to the charge of the
strong interaction. Anti-quarks thus carry opposite charges called anti-colors (anti-red,
anti-green and anti-blue). The strength of the color charge is the same for all three colors.
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In contrast to the electrically neutral photon, the gluons carry a combination of color
and anti-color charge. Thus, a self-interaction between gluons is possible. The QCD
has two special features called ’confinement’ and ’asymptotic freedom’. Confinement
means, that it is impossible to separate color charges. During the attempt to separate a
quark anti-quark pair, the interaction energy will increase. At a certain distance a new
quark anti-quark pair is generated such that two colorless quark anti-quark pairs are
formed. Therefore, no free quarks or gluons exist. Instead, quarks appear in uncolored
bound states as mesons (e.g pion) or baryons (e.g. proton or neutron). Mesons are
combinations of quark and anti-quark pairs. Baryons are formed by combining three
quarks or anti-quarks. Here, it is important to note that the combination of all three
color charges can also form a colorless state. Similar to the electromagnetic and weak
interaction, the coupling strength αs of the QCD is not a constant, but a function of
the momentum transfer Q2 of the interaction. For large Q2, αs will decrease and vanish
asymptotically (→ asymptotic freedom). Thus, for large momentum transfers and small
distances, quarks behave similar to free particles.

Theory of electro-weak interactions

The theory which describes electromagnetic interactions is called quantum electrody-
namics (QED) [10] and is based on the symmetry group U(1)QED. The electromagnetic
force is mediated through the exchange of photons, which are massless, stable and un-
charged bosons. Thus the force has an infinite range. Photons couple to the electric
charge of particles. In the electromagnetic interactions, all quantum numbers are con-
served.

The force carrier of weak interactions are the electrically charged W± and the elec-
trically neutral Z bosons. Due to the large mass of W± and Z, the range of the weak
interaction is very small. In weak interactions some unique features occur which are not
present in QED and QCD. First of all, the charged current (W±) can change the ’flavor’
of particles (e.g. up-type quark → down-type quark or electron → electron neutrino).
For leptons, the Standard Model in its simplest form (without the inclusion of neutrino
oscillations (see [4] for details)) restricts these transitions to be within the same family
(lepton number conservation). Due to an effect called quark-mixing, this is not true for
quarks. The mixing of quarks is described by the Cabibbo-Kobayashi-Maskawa (CKM)
matrix which is not predicted by the Standard Model and has to be determined via
experiments (see [7] for details). Charged weak currents do only couple to left handed
particles or right-handed anti-particles and do thus lead to maximal parity violation.
Weak neutral currents are not flavor-changing but do also lead to a (smaller) violation
of parity. The ’charge’ of the weak interaction is the weak isospin T and its third compo-
nent T3. Left-handed fermions are arranged in isospin doublets with T3 = ±1/2, while
right handed fermions are isospin singlets with T3 = 0.

The combination of electromagnetic and weak interactions into a unified model is done
in terms of the Glashow-Salam-Weinberg (GSW) model [11–13]. It is based on the sym-
metry group SU(2)L ⊗U(1)Y. The observable bosons (γ,Z,W±) are linear combinations
of the 4 generators (W1,2,3,B) as shown in equation 2.1.

W+ =
1√
2

(W 1 + iW 2) W− =
1√
2

(W 1 − iW 2)

Z = − sin(θw) B + cos(θw) W 3 γ = cos(θw) B + sin(θw) W 3
(2.1)

5



2. Standard Model of particle physics

Here, θw is the electro-weak mixing angle which has to be measured. In the electro-
weak theory the hypercharge Y is introduced which is the charge for the B coupling. It
is related to the electric charge and the weak isospin via Y/2 = Q− T3.

As stated before, the W± and Z bosons are not massless. The Standard Model as
presented so far, has no mechanism to introduce particle masses into the theory. On
top of that, the ’manual’ addition of mass terms to the theory breaks the local gauge
invariance, which is one of the basic principles in quantum field theories. To include
massive particles in the Standard Model, the Higgs mechanism is used. It is based on
the principle of ’spontaneous symmetry breaking’ and predicts the existence of a scalar
particle called the Higgs boson. In the pre-LHC era, the Higgs boson was the only
missing part in the set of fundamental particles of the Standard Model. At the LHC,
a suitable candidate has been found [14, 15], which seems to have the properties of a
Standard Model Higgs boson.

Formalism, principles and perturbation theory

q

eq

e

q

eq

e

Figure 2.2. Two Feynman graphs
for the process qq̄→ e+e−.

The Standard Model is a renormalizable quantum field
theory which is based on a local symmetry and it is
expressed in terms of the Lagrange formalism. Here,
local symmetry means that the Lagrangian of the the-
ory is invariant under local (depending on space-time
coordinates) transformations. This local gauge invari-
ance is an essential principle in formulating the theory,
since it allows to derive the dynamics of the system
when starting from a free theory without interactions.
Renormalization is a mathematical procedure to deal
with infinite quantities occurring in the theory.

When calculating the transition probability for a
given initial and final state (e.g. qq̄→ e+e−), an in-
finite number of possible processes for this transition
exists which have to be considered. Two possibilities
for the chosen example process are visualized as Feyn-
man diagrams in figure 2.2 (for an introduction of Feynman diagrams see [2]). In the
calculation, each of the vertices (visualized as dots) leads to an additional factor in the
transition amplitude. In the QED processes from figure 2.2, the lower diagram would
have an additional factor of α (fine structure constant). Since α is small (≈ 1/137), the
impact of the lower process to the total transition amplitude is suppressed compared to
the impact of the upper one. Other diagrams with more vertices suffer from an even
stronger suppression. Thus, the calculation of all the diagrams is not necessary in order
to get a useful result for the transition probability. Instead, calculations in the Standard
Model are done with help of perturbation series ordered in powers of the coupling con-
stant. Processes from the lowest order are called Leading Order (LO) processes. The
diagrams from the next higher order of the perturbation series are called Next to Leading
Order (NLO) diagrams (and the next higher order → NNLO etc.).

Cross-sections at hadron-colliders

The concept of cross-sections is a fundamental ingredient in particle physics. Given a
fixed target and an incoming particle beam, the cross-section can be seen as the transition

6
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Figure 2.3. PDF functions from the MSTW2008 PDF set in NLO for two different values of
Q2. Figure from [16].

rate per unit flux for a single target particle. The initial and final state of the transition
have to be specified for the calculation. Cross-sections have the dimension (length)2 and
are usually expressed in unit of ’barns’ (1 b = 10−24 cm2).

At the LHC, proton-proton collisions are measured. The main constituents of the
proton are three quarks (two up-quarks, one down-quark), which are called valence-
quarks. Beside the valence-quarks, gluons mediating the strong force between the quarks
are present. Temporary conversion from gluons to quark anti-quark pairs lead to the
presence of additional quarks and anti-quarks in the proton. Each of the constituents (or
’partons’) will carry a certain fraction x of the protons momentum, and each constituent
could take part in a hard scattering process of a proton-proton collision.

In order to calculate the cross-section for a specific process at a hadron-collider, the
process is split into two parts. Everything which is related to the distribution of the
proton momentum onto the different constituents is summarized in ’Parton Density
Functions’ (PDF). The PDF fj(x,Q

2) gives the probability to find a parton j with a
momentum fraction x in a proton when probed at an energy scale of Q2. These PDF
functions can not be calculated, but have to be extracted from data. More information
about PDFs is given in chapter 12. Examples of PDFs can be seen in figure 2.3 for two
different values of Q2. Once two partons (j,k) and their momentum fractions (x1, x2) are
given, the cross-section for this specific process (σ̂j,k) can be calculated using quantum
field theory. In equation 2.2, the general formula for the total cross-section σ of a process
at a hadron collider is given. All possible parton pairs (j,k) have to be considered in the
sum.

σ =
∑
j,k

1∫
0

1∫
0

dx1dx2 fj(x1, Q
2) fj(x2, Q

2) σ̂j,k(x1, x2, Q
2) (2.2)
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2. Standard Model of particle physics

Limitations

Even though the Standard Model is very successful, open questions remain. Some of the
flaws and open questions are listed below.

• Fine-tuning problem: Loop corrections to the Higgs mass depend on a cut-
off parameter up to which the Standard Model is believed to be valid. If this
parameter is set to the Planck scale, the bare Higgs mass and the loop corrections
have to be of the order of O(1019 GeV), match in the first 17 digits and nearly
cancel each other in order to obtain an observed mass of O(100 GeV). This is
considered to be unnatural.

• Dark matter: Several astronomical observations indicate the presence of dark
matter, which constitutes a large part of the matter in the universe. The Standard
Model provides no candidate which could explain the observations.

• Matter anti-matter asymmetry: The present universe consists almost exclu-
sively of matter, while the big bang is thought to have created an equal amount of
matter and anti-matter. A possible explanation of this asymmetry is CP violation.
However, the CP violation in the Standard Model is not strong enough to explain
the observed asymmetry.

• Parity violation: There is no explanation for the origin of parity violation in
weak interactions. Its inclusion into the theory is done to match the observations.

• Unification: To unify the three fundamental forces of the Standard Model in one
Grand Unified Theory (GUT), their coupling strengths have to become equal at a
certain energy scale. This is not the case in the Standard Model.

8



3 Beyond Standard Model physics

A large range of Beyond the Standard Model (BSM) physics models exists, which try
to address the open questions and issues of the Standard Model. In this analysis, a
search for new physics with e + Emiss

T final states is performed. A prominent example
which would lead to this final state is the existence of additional heavy charged bosons.
These bosons are usually called W′ and are predicted in many models. In this chapter,
two different models predicting the existence of a W′ are briefly introduced. Then a
benchmark model for the W′ search is presented, which allows to focus on the general
properties of a W′ without having to rely on the details of a specific model. The chapter
concludes with the presentation of an effective four fermion contact interaction theory,
which could be a sign for fermion compositeness. Additional models can be found in [1].

3.1. Heavy charged gauge bosons

Left-Right symmetric models

In Left-Right (LR) symmetric models, the symmetry group of the Standard Model is
extended, leading to a Lagrangian which is invariant under the exchange of left and
right-handed particles. The symmetry has to be broken at low energies in order to
reproduce the observed parity violation of charged currents. A simple way to obtain a
LR-symmetric model is the addition of a SU(2)R group coupling only to right handed
fermions. Similar as for the SU(2)L group of the Standard Model, an additional weak
isospin TR is introduced which is the charge related to the SU(2)R. The total symmetry
group for the electroweak sector is then SU(2)L ⊗ SU(2)R ⊗U(1)Ỹ, where Ỹ is a modified
hypercharge. Hypercharge and weak isospins are related to the electrical charge via
Q = T3

L + T3
R + Ỹ/2. This model contains four electrically charged bosons W±

L and
W±

R . To obtain the observed electro-weak Standard Model theory in the low energy
regime, a modified version of the Higgs mechanism is needed. Depending on the details
of this mechanism, this could lead to the postulation of additional Higgs bosons. The
observable charged bosons are then obtained by a mixing of WL and WR as shown in
equation 3.1.

W = cos(ζ)WL + sin(ζ)WR

W ′ = − sin(ζ)WL + cos(ζ)WR
(3.1)

Here, ζ is a parameter which describes the mixing between the ’left’ and ’right’ gauge
groups. Since the W corresponds to the Standard Model W boson, ζ has to be small
in order to reproduce the observations (W only couples to left-handed fermions). The
parameters of the model can be tuned such that the mass of the W′ is large enough to be
outside of the region excluded by experimental searches. In LR-symmetric models, right-
handed neutrinos can naturally be included since they can couple to the W±

R and are
not ’sterile’. The presence of right-handed neutrinos allows the introduction of neutrino
masses. With help of a ’see-saw’ mechanism (see [17] for details), the masses of left
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3. Beyond Standard Model physics

handed neutrinos can be kept very small to agree with the experimental observations.
The information given in this section are based on [18, 19], where additional information
can be found.

Universal Extra Dimensions

W′ bosons are also predicted in various models postulating the existence of extra di-
mensions. Based on [20], an Universal Extra Dimension (UED) model will be briefly
presented here. In UED models, the existence of one additional spatial dimension is
predicted. In contrast to the other four dimensions, the fifth dimension is compact. All
Standard Model particles are seen as the lowest excitation mode of Kaluza-Klein (KK)
states (e.g. qn, `n, Wn, etc. with n=0 for Standard Model particles). Thus the W′ can
be interpreted as higher KK mode of the W. Since only even KK states (n=2,4,..) are
allowed to couple to the Standard Model particles and the Wn mass increases with n as
shown in equation 3.2, the W2 mode is the W′ candidate of interest. Excitation modes
with n>2 are not expected to be visible at present LHC conditions.

m2
Wn

= m2
W +

( n
R

)2
(3.2)

The model has two parameters, which are called R and µ. R is proportional to the size
of the extra dimension and µ controls the coupling strength to Standard Model particles.

Benchmark models

A priori, it is impossible to predict which of the many models containing new gauge
bosons could be realized in nature. Instead of specializing on one specific model, it is
utile and reasonable to choose a more generic approach in which the general properties
of the different models are summarized without relying on their details. This can be
done with help of a benchmark model. For additional gauge bosons, such a benchmark
model is proposed in [21] and called the ’reference model’. Here, the existence of new
gauge bosons W′ and Z′ is postulated without further specifying their origin. The new
W′ is supposed to have the same couplings as the Standard Model W meaning that it
can decay into qq̄′, `ν and also into WZ. Without further modification, the decay into
WZ is the dominant decay channel since its decay width is proportional to m5

W′ . This
would also lead to a large increase of the W′ decay width. In many W′ models (e.g.
extended gauge model like the LR-symmetric model), the coupling to WZ is suppressed.
Motivated from the expected suppression in extended gauge models a suppression factor
of ξ = m2

W/m
2
W′ can be introduced. The reference models allows to calculate W′ cross-

sections, decay widths and branching fractions.

Sequential Standard Model

The benchmark model used for W′ searches in the W′ → `ν channels is called Sequential
Standard Model (SSM) and is based on the reference model. Similar to the reference
model, the W′ is a heavy analogue of the Standard Model W with similar decay channels.
If the W′ mass is large enough, W′ → tb̄ is an additional possible decay. The decay into
WZ is assumed to be heavily suppressed. In the case where mW′ � mt and neglecting
all fermion masses, the decay width of the W′ to fermions is given by equation 3.3.1

1ΓW(′)→ff̄′ is defined as the sum of the individual decays widths to all possible fermion pairs.
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3.1. Heavy charged gauge bosons

ΓW ′→ff̄ ′ =
4

3

mW ′

mW
ΓW→ff̄ ′ (3.3)

The factor 4/3 accounts for the additional decay channel into tb̄. This leads to a
branching fraction around 8% for the eν channel, which is the interesting channel for
this analysis. The reference model does not specify whether the W′ couples to right or
left-handed fermions. In general both scenarios are possible. A general formulation of
the Lagrangian for a W-like coupling to fermions is given in equation 3.4.

LWiff̄ ′
=

1√
2
Vff ′C

`,q
i f̄γµ

1

2
(1− hiγ5)f ′Wµ

i + h.c. (3.4)

Here, Vff′ is the mixing matrix (in case of the Standard Model W: CKM matrix for

quarks, unit matrix for leptons), C`,q
i is the coupling strength of the boson Wi to leptons

(`) or quarks (q) and 1/2 (1− hiγ5) the projection operator for the left and right-handed
component (with PL → hi = 1 and PR → hi = −1). The case Wi = W with hi = 1 and
C`

i = Cq
i = g (g is the weak coupling constant) reproduces the Lagrangian of the Standard

Model W coupling to fermions.
In general the cross-section of the process qq̄′ →W/W′ → `ν will be proportional to

the squared absolute value of the matrix element M. |M|2 can be expanded as shown
in equation 3.5.

|M|2 = |MW |2 + |MW ′ |2 + 2Re(MWM∗W ′) (3.5)

A formula for the calculation of MWM∗W′ for one specific quark flavor combination
(averaged over the initial spin configurations and accounting for the fact that the initial
quark and anti-quark have to form a color neutral state) is given in equation 3.6. In
this formula, the widths of the bosons have been neglected and z is the cosine of the
angle between up-type quark and neutrino in the center-of-mass frame. It was further
assumed, that the quark mixing matrix is the same for W and W′.

MWM∗W ′ =
1

192
|Vqq′ |2

C`WC
`∗
W ′C

q
WC

q∗
W ′

(ŝ−m2
W )(ŝ−m2

W ′)
ŝ2
(
(1 + hWhW ′)

2(1 + z2) + 2(hW + hW ′)
2z
)

(3.6)
As can be seen from equation 3.6, setting hW′ = −1 leads to a vanishing of the interfer-

ence term (since hW = 1). This corresponds to a W′ which only couples to right-handed
particles and left-handed anti-particles and is the most commonly used scenario for W′

searches in the `ν channels. Here, the production of a Standard Model W and a W′ are
completely independent. This scenario is also used in this search and will be denoted
SSM W′ scenario in the following.

On top of the scenario without interference, two additional scenarios with interference
are considered. In general the interference between W and W′ can be constructive or
destructive depending on the sign of 2Re(MWM∗W′). Setting hW′ to 1, leads to an
interference term as given in equation 3.7.

2Re (MWM∗W ′) = 2Re

(
g2

48
|Vqq′ |2

C`W ′C
q
W ′

(ŝ−m2
W )(ŝ−m2

W ′)
ŝ2
(
(1 + z2) + 2z

))
(3.7)

In general, the coupling strengths of W and W′ to leptons and quarks could be differ-
ent. For this analysis, it is assumed that they have the same module (|C`,q

W′ | = |C
`,q
W | = g).
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3. Beyond Standard Model physics

If C`
W′ = Cq

W′ = g, the interference will be destructive when
√

ŝ ∈ (mW,mW′) and con-

structive for
√

ŝ larger than mW′ (see figure 14.5). This scenario will be called the
same-sign SSM scenario (SSMS). In contrast to the SSMS, an opposite sign of the W′

couplings (C`
W′ · C

q
W′ = −g2) will lead to a constructive interference between mW - mW′

and a destructive interference beyond mW′ (see figure 14.5). This scenario will be called
the opposite-sign SSM scenario (SSMO). All formulas of this section are based on [22].
This reference also contains a full calculation of the differential qq̄′ →W/W′ → `ν cross-
section.

There are many exclusion limits for the existence of a W′ from different experiments.
Prior to the analysis of the 2012 LHC data, the most stringent exclusion limits for a
SSM W′ without interference effects were set by CMS (mW′ > 2.5 TeV [23]) and ATLAS
(mW′ > 2.55 TeV [24]). Limits on a SSM W′ with interference effects were set by CMS
(between 2.43 TeV and 2.63 TeV depending on the scenario [23]). In the pre-LHC era
the best limits (around 1.1 TeV) were obtained by CDF ([25]) and DO ([26, 27]). The
strongest limits from indirect searches arise from measurements of the KL −KS mass
difference, where the existence of a right handed W′ (as in the LR-symmetric model)
can be excluded up to masses of 2.5 TeV. A list of W′ limits from indirect searches can
be found in [7]. In general, limits from indirect searches depend strongly on the assumed
W′ model.

3.2. Helicity Non Conserving Contact Interaction

The presence of mass hierarchies in the lepton and quark sector motivates the assump-
tion, that quarks and leptons could be composite particles which are build from funda-
mental constituents. These constituents are called ’preons’ in the literature [28]. There
are many different models proposing a possible composite structure for leptons and
quarks. A fundamental variable in such models is the energy scale Λ characterizing the
strength of the preon bonding. If the center-of-mass energy is of the order of Λ, it should
be possible to observe excited quarks and leptons. In the case

√
s� Λ, the composite-

ness could manifest itself as four fermion Contact Interaction (CI). Another possible
origin for the appearance of a four fermion CI could be the exchange of a very heavy
particle (c.f. Fermi’s theory of weak interactions). Based on a search of the same kind in
the µ+ Emiss

T channel [29], the Helicity Non Conserving Contact Interaction (HNC CI)
model [30] is chosen as benchmark CI model. The HNC CI is an effective theory which
postulates a CI between two quarks and two leptons including processes like qq̄′ → ¯̀ν. In
this model, the interaction is only allowed if quark and anti-quark are right handed and
both leptons left-handed or vice-versa. Therefore it is helicity non conserving. A direct
consequence of this behavior is, that there is no interference with the Standard Model
W, since the CI always includes a right-handed fermion or a left-handed anti-fermion.
The differential cross-section of the HCN CI model is given in equation 3.8.

dσ

d cos(θ)
=

πŝ

12Λ4
(3.8)

A detailed overview of the HNC CI model can be found in [29]. The only existing limit
for this specific model in the pre-LHC era was set by the CDF collaboration excluding
a HNC CI in the electron channel for Λ < 2.81 TeV [31]. Prior to this analysis, CMS
determined limits for the electron channel (10.5 TeV) and the muon channel (8.8 TeV)
using a subset of the 2012 dataset [32].
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Experimental setup





4 Large Hadron Collider

The Large Hadron Collider (LHC) [33] is located at CERN near Geneva. It is installed
in the 26.7 km long tunnel drilled for the LEP [34] accelerator and is designed to collide
proton bunches at a maximal center-of-mass energy (

√
s ) of 14 TeV as well as lead ion

beams at an energy of 2.8 TeV per nucleon. From the final decision to build the LHC
in 1994, it took 14 years of construction and installation until in summer 2008 proton
beams circulated in the LHC for the first time. Due to a technical incident, the start
of pp collisions was delayed until the end of 2009. After two years of pp collisions at√

s = 7 TeV in 2010 and 2011, the center-of-mass energy was increased to 8 TeV in 2012.
One of the key parts of the LHC machine are the superconducting magnets which

are used to guide the protons’ trajectories. The magnets are operated at 1.9 K, and
can produce magnetic fields up to 8.33 T. The cooling system needed to preserve the
superconductivity is based on superfluid helium. For proton-proton collisions, the beams
can not use the same beam pipe. The beam traveling clockwise through the LHC needs
a magnetic field which points in the opposite direction than the magnetic field used
to guide the beam running counter-clockwise. This, combined with the fact that the
LHC tunnel is too small for the installation of two separate proton rings, led to the
development of a special magnet design called ”twin-bore” design. In this design the
magnets can host two beampipes at the same time. Hadrons which enter the LHC
are pre-accelerated with the help of different smaller accelerators located at CERN. An
overview of the CERN accelerator complex is shown in figure 4.1.

The LHC hosts four main experiments which are called ATLAS (A Toroidal LHC
ApparatuS) [35], CMS (Compact Muon Solenoid) [36], ALICE (A Large Ion Collider
Experiment) [37] and LHCb (Large Hadron Collider beauty experiment) [38]. ATLAS
and CMS are multipurpose detectors which are constructed to investigate a broad spec-
trum of possible new physics. ALICE is optimized for lead-lead collisions. A main task
of ALICE is to study the properties of the quark-gluon plasma. The LHCb experiment
is specialized to study collision events involving b-quarks. One of its main physics tasks
is to study the differences between matter and anti-matter in order to explain the asym-
metry of matter and anti-matter in the present universe. The locations of the four main
experiments at the LHC also shown in figure 4.1

The rate of events generated in pp beam collisions can be calculated according to
equation 4.1.

Ṅev = Linst · σ (4.1)

Here, Linst is the instantaneous luminosity which depends on LHC machine parameters
and σ is the total proton-proton cross-section at the given center-of-mass energy. The
peak instantaneous luminosity achieved in 2012 was about 7.7× 10−33cm−2s−1 [40] for
stable beams. A detailed description of the LHC design can be found in [33]. Unless
stated otherwise, all information was taken from that reference.
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4. Large Hadron Collider
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Figure 4.1. Overview of the accelerator complex at CERN. Shown is the LHC and its four
main experiments ATLAS, CMS, ALICE and LHCb together with the pre-accelerator chain
(LINAC2 → Booster → PS → SPS). Also shown are some experiments and accelerators
which are not part of the LHC. Figure taken from [39].
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5 Compact Muon Solenoid

The Compact Muon Solenoid (CMS) is a multipurpose detector operating at the LHC.
One of the main physics tasks is the investigation of the electroweak symmetry breaking
(e.g. the search for a Higgs boson). On top of that, the CMS detector offers the
possibility to test a large set of alternatives to the Standard Model including new particles
and forces at the TeV scale. A sketch of the CMS detector is shown in figure 5.1. It
has a length of 21.6 m, a diameter of 14.6 m and weighs 12500 t. Starting from the
innermost part, the structure of the CMS detector can be subdivided into the following
components:

• Tracker: Measures the tracks and momentum of charged particles.

• Electromagnetic Calorimeter (ECAL): Measures the energy deposits from
electrons and photons which are absorbed in the ECAL. Also measures energy
deposits of hadrons on their way to the HCAL.

• Hadronic Calorimeter (HCAL): Measures the energy deposit of hadrons which
are absorbed in the HCAL.

• Superconducting Solenoid: Creates a magnetic field which is needed for the
momentum measurement of charged particles in the tracker.

• Muon System: Measures the momentum and tracks of muons which escape the
detector.

In this chapter, each of the components will be briefly explained. This chapter is based
on a detailed description of the CMS detector which can be found in [36].

Tracker

The tracker performs several discrete position measurements of charged particles emerg-
ing from proton-proton collisions. These measurements can be combined to reconstruct
the trajectories of charged particles. The LHC imposes very challenging conditions to the
design and operation of a tracking system. Given the design luminosity (1034 cm−2s−1),
the average number of particles per proton-proton bunch crossing is around 1000 [36].
This in combination with the small time interval between each bunch crossing (design
value: 25 ns) requires a tracking system with a fast response and a high granularity.
These are crucial in order to provide a good spatial and time resolution allowing to iden-
tify trajectories and assign them to the correct bunch crossing. However, a compromise
has to be found between the performance of the tracking system and the amount of ma-
terial which has to be installed inside the solenoid. The latter one should be as small as
possible, since it will lead to multiple scattering, photon conversion, bremsstrahlung and
nuclear interactions. The tracker is the detector system which has the smallest distance
to the interaction point. Thus, it has to withstand severe radiation damage imposed by
the high particle fluxes at the LHC.
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Figure 5.1. Overview of the CMS detector. Figure taken from [36].
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Figure 5.2. Scheme of the tracker design. Every line indicates a tracking module. Double
lines represent elements with two tracking modules mounted back to back. Figure taken
from [36].

The CMS tracker uses silicon based detector technology and is the largest tracker of
this kind ever built. Constructing a silicon tracker of this size was only possible due
to key innovations in the module assembly, sensor fabrication and read-out electronics
leading to a large reduction of costs and an improved signal-to-noise performance. The
tracker has a length of 5.8 m and a diameter of 2.5 m. It provides a coverage up to a
pseudorapidity of |η| < 2.5. A sketch of the design is shown in figure 5.2.

The tracker is based on silicon pixel and strip detectors and can be divided into a
barrel part and two tracker endcaps. The pixel detectors form the innermost part of
the tracker and are arranged in 3 cylindrical layers between 4.4 cm and 10.2 cm from
the beam-line. On each side of the barrel part, two additional disks of pixel detectors
are installed. Each of the 66 million pixels has a size of 100×150 µm2 in r-φ and z
respectively. The fine granularity and the similar track resolution in r-φ and z direction
is crucial for the reconstruction of primary and secondary vertices. The strip detectors
in the barrel part are arranged in three different subsystems. The inner tracker part
is divided into the Tracker Inner Barrel (TIB) and the 3 Tracker Inner Disks (TID) at
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Figure 5.3. Scheme of the ECAL showing the arrangement of the crystals. Figure taken
from [36].

each end. The thickness of the silicon micro-strips is 320 µm while the surface varies
between 80 µm and 120 µm in the TIB and 100 µm and 141 µm in the TID. Enclosing
TIB and TID, the Tracker Outer Barrel (TOB) provides 6 additional layers of silicon-
strip sensors. The barrel part of the tracker is complemented with two Tracker EndCaps
(TEC). Each endcap is made out of 9 disks with up to 7 rings of micro-strip detectors.
The size of the micro-strip sensors in TOB and TEC differ from the ones utilized in TIB
and TID. More details can be found in [36].

ECAL

Similar to the tracker, the ECAL has to be fast, resistant to radiation damage and
provide a fine granularity. It is divided into a barrel part and two endcaps which cover
pseudorapidities of |η| < 1.479 and 1.479 < |η| < 3 respectively. The ECAL consists
of a large number of homogeneous lead tungstate (PbWO4) crystals combined with
photodetectors. Lead tungstate has a small Molière radius (2.2 cm), a short radiation
length (0.89 cm) and a high density (8.28 g/cm3) which allows the construction of a very
compact calorimeter and thus to install tracker, ECAL and HCAL within the solenoid.
A sketch of the ECAL is shown in figure 5.3.

In the barrel part, 61200 crystals are installed. Each crystal is equipped with a pair
of Avalanche Photo Diodes (APD) which are read out in parallel and are operated at
a temperature of 18 ◦C and a gain of 50. The temperature is maintained with help of
a water cooling system. The barrel crystals have a truncated pyramid shape with a
rectangular surface of 22×22 mm2 at the side closer to the beamspot and 26×26 mm2 at
the other side. The length of the crystals is 23 cm which corresponds to 25.8 radiation
lengths. In order to minimize the alignment of particle trajectories and cracks between
the crystals, the latter ones are installed in a ’quasi-projective’ geometry. This means
that the crystal axis is tilted (by 3 ◦) with respect to the vector joining beamspot and
crystal surface. The arrangement of the crystals into modules and supermodules is shown
in figure 5.3.

In the endcaps, the crystals are arranged in units of 5×5 crystals. They have a surface
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5. Compact Muon Solenoid

of 28.62×28.62 mm2 at the inner side, 30×30 mm2 at the outer side and a length of
22 cm (=̂ 24.7 radiation lengths). Each endcap consists of 7324 crystals. Similar to the
barrel crystals, the endcap crystals are slightly tilted (by 2 ◦ − 8 ◦) with respect to the
beamspot. In the endcaps, Vacuum Photo Triodes (VPT) are used. They were specially
designed for the use in the strong magnetic field. In front of each endcap, a preshower
detector is installed. The preshower detectors are sampling calorimeters with 2 layers.
Each layer consists of lead radiators and silicon strip sensors. The main purpose of the
preshower detectors is to identify neutral pions.

The energy resolution of the ECAL was studied with test beams. The result is given
in equation 5.1.

(
σ

E/GeV

)2

=

(
2.8%√
E/GeV

)2

+

(
0.12

E/GeV

)2

+ (0.3%)2 (5.1)

Here, the first term is called ’stochastic’ term and accounts for fluctuations of the
lateral shower containment and the energy deposited in the preshower detector. The
second term is the ’noise’ term and incorporates effects due to electronic and digitaliza-
tion noise. The third term does not depend on E and is thus called ’constant’ term. It
accounts for intercalibration errors and non-uniformity of the light collection.

HCAL

The structure of the HCAL can be divided into a barrel part (HB), an outer barrel part
(HO), two endcaps (HE) and two forward calorimeters (HF). The main parts are the
HCAL Barrel (HB) and the HCAL Endcaps (HE). An overview of the HCAL design can
be found in figure 5.4-left.

The HB is located between the ECAL barrel part and the solenoid, which limits
the amount of material which can be used for the absorption of the shower. It is a
sampling calorimeter in which absorber and plastic scintillator layers alternate. With
the exception of the front and back layer which are made of steel the absorbing material
is brass. The segmentation of the HB is 0.087×0.087 in η × φ provided by 32 segments in
η and 72 segments in φ. Since the scintillation light of all layers of an element at given η
and φ is collected with wavelength shifting fibres and transported to a single photodiode,
no segmentation in r is available (with the exception of the two outermost segments on
each side). In order to catch the shower tails, an additional set of scintillators is placed
outside of the solenoid (HO). Here, the solenoid is used as additional absorbing layer.
HB and HO cover a pseudorapidity range of |η| < 1.3.

Similar to the HB the HE is designed as sampling calorimeter. It covers a pseudo-
rapidity range of 1.3 < |η| < 3 and has a segmentation of 0.087×0.087 for |η| < 1.6 and
0.17×0.17 for the remaining range. In contrast to the HB, the HE segments have a
readout structure which allows for a coarse longitudinal segmentation.

At 11.2 m from the interaction point, the HFs are located extending to pseudorapidity
coverage up to |η| < 5.2. For this high η range the rate of charged hadrons is extremely
large. Therefore a key feature for the design of the HF is to resist the radiation damage.
The HF is made of quartz fibers as active material which are inserted into grooved
steel plates. It uses Cherenkov light which is emitted in the fibres by incident particles
and measured with photomultiplier tubes. The large coverage in η is important for an
accurate determination of Emiss

T (see section 6.2 for details).
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Figure 5.4. Left: Scheme of the HCAL design. Right: Layout of the CMS muon system in
the barrel. Shown is a cross-section of one of the 5 wheels. MB labels the muon chambers,
while YB labels elements of the iron yoke. Both figures are from [36].

Superconducting magnet

The momentum of charged particles can be determined by measuring the bending of
the particles’ trajectories in a magnetic field. In order to achieve precise measurements
for high energetic particles, a strong magnetic field is needed. The magnetic field in the
CMS detector is created by a superconducting solenoid which is located between HCAL
and muon system. The magnet has a diameter of 6 m, a length of 12.5 m and a weight
of 220 t. Its core part are the four layers of reinforced and stabilized NbTi windings. On
the inside of the solenoid the homogeneous magnetic field reaches a strength of 3.8 T.
Outside of the magnet, the magnetic flux is returned with help of an iron yoke whose
total weight amounts to 10000 t.

Muon System

The muon system is located outside of the solenoid. Similar as for the other detector
systems it can be divided into a barrel part and two endcaps. Three types of gaseous
detectors are deployed. In the barrel part Drift Tube (DT) chambers are used. Along
the z-axis, the barrel muon system is divided into 5 wheels. In each wheel 4 stations
of muon detectors surround the solenoid and are installed around and in between the
iron yoke. Each station contains 8 chambers measuring the r-Φ coordinate of muons.
In the first 3 stations 4 additional chambers can measure the z coordinate of a muon.
The barrel part of the muon system covers a pseudorapidity range of |η| < 1.2. To
provide an independent and robust trigger system, Resistive Plate Chambers (RPC) are
installed in the first two and in the last station. RPCs have a fast response and a good
time resolution at the cost of a coarse spatial resolution. In the endcaps, the conditions
are more challenging. The magnetic field is large and non-uniform and the muon rates
as well as the background rates are high. This motivates to the use of Cathode Strip
Chambers (CSC), which are resistant to radiation and provide a fast response as well
as a fine segmentation. In each of the endcaps, 4 CSC stations are installed. With the
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5. Compact Muon Solenoid

endcaps the pseudorapidity coverage is extended to |η| < 2.4.

Trigger and data acquisition

The enormous event rate at LHC conditions makes it impossible to read-out and store
the data from all the events. Therefore a trigger system is needed to decide which of the
events should be stored. An overview of the CMS Data Acquisition (DAQ) and trigger
system is shown in figure 5.5. The CMS trigger system is divided into two levels called
Level-1 (L1) trigger and High Level Trigger (HLT). Combining both trigger levels should
reduce the rate of events by a factor of at least 106. The L1 trigger system is based on
programmable electronics and uses only coarsely binned data from the calorimeters and
the muon system. This is crucial, since the L1 trigger system has to analyze every event
and the data has to be temporally stored in the front-end electronics. Since the memory
of the latter ones is limited, the L1 trigger has to be very fast. The L1 trigger system
reduces the event rate down to a maximum of 100 kHz. The remaining event rate leads
to very challenging conditions for the DAQ system. At the design luminosity, it has
to treat a data-flow of ≈ 100 GB/s. If the L1 trigger fires, the event is passed to the
HLT. The HLT is a software trigger which runs on a processor farm with approximately
13000 CPUs (see [41] for details). In contrast to the L1 trigger, the HLT can use the
full event information from all the detector subsystems and perform similar operations
as used for off-line analysis. The requirements for the trigger used in this analysis will
be discussed in section 9.1.1. Combining L1 and HLT leads to a final trigger rate of a
few 100 Hz. The remaining events are stored, processed and distributed with help of the
LHC computing grid (see [42] for details).

DetectorwFront-Ends

ComputingwServices

Readout
Systems

Filter
Systems

Event
Manager

Levelw1
Trigger

Controlw
andw

Monitor
BuilderwNetwork

40wMHz

105 Hz
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Figure 5.5. Overview of the CMS DAQ and trigger system. Figure taken from [36].
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6 Object reconstruction

6.1. Electron reconstruction

In this section, a review of the electron reconstruction at CMS is presented. It starts with
a general overview of the signature of an electron and the steps needed for the recon-
struction. This introduction is followed by a more detailed description of some aspects
of the electron reconstruction including the clustering algorithms, the reconstruction of
electron tracks and the energy corrections of the ECAL measurements. The overview
of the electron reconstruction is based on [43, 44]. In the following, the term electron
designates electrons as well as positrons.

6.1.1. Overview

In an idealized scenario, the electron reconstruction is straight forward. Two major
sources of information are available - the tracker and the ECAL. On its way to the
ECAL, an electron will produce a measurable track, which is bent due to the magnetic
field of the solenoid. When it reaches the ECAL it will deposit its energy in a small
number of crystals (for 120 GeV barrel electrons 97% of the energy is deposited within
a grid of 5× 5 crystals [43]). The energy deposit in the ECAL should be very similar
to the electron momentum as measured from the bending of the track. In reality the
situation is much more complicated. The silicon tracker constitutes of a large amount
of material, which the electrons have to pass. Due to the large material budget and the
strong magnetic field, electrons passing the tracker will radiate a non negligible amount of
bremsstrahlung before reaching the ECAL (at 50 GeV 35% (10 %) of the electrons radiate
more than 70% (95%) of their initial energy [43]). To provide an accurate measurement
of the electron energy with the ECAL, the energy deposits of bremstrahlungs-photons
in the ECAL have to be incorporated. The radiation of bremstrahlung also complicates
the track reconstruction, since it can lead to significant changes in the curvature of the
electrons trajectory. On top of that, some of the bremstrahlungs-photons will convert
before reaching the ECAL producing secondary electrons, which can lead to ambiguous
electron candidates. All these effects have to be considered in the reconstruction. In the
following the general steps performed during the electron reconstruction are presented.

Electron seeding

The electron reconstruction starts with the reconstruction of the energy deposit in the
ECAL. As said before, an electron or photon reaching the ECAL will deposit its energy
in a small amount of adjacent crystals. During the reconstruction, the energy deposits
in these crystals are grouped to form a cluster. The incorporation of bremstrahlungs-
photons is done by searching for the ECAL clusters of the latter ones and grouping
their clusters together with the cluster of the primary electron to form a supercluster
(a cluster of clusters). This is done with help of a clustering algorithm. Since barrel
and endcap have a different crystal geometry and alignment, the clustering algorithms
differ. For barrel electrons the hybrid algorithm is used, while in the endcap the multi5x5
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6. Object reconstruction

algorithm is applied. These clustering algorithms are explained in 6.1.2. Both algorithms
exploit the fact, that the magnetic field of the solenoid is aligned along the z-axis of
the detector. Therefore, the bremstrahlungs-photons will spread along the φ direction,
while the spread in η will remain small. After the reconstruction of the supercluster,
its position is used to search for an appropriate trajectory seed. Here, the fact that
the energy weighted position of the supercluster (see 6.1.2 for details) corresponds on
average to the impact point of an electron with the same energy which did not radiate
bremsstrahlung is used. Based on the supercluster, this allows to define a search region
for possible hits in the innermost tracker layers for each of the charge hypotheses. Pairs or
triplets of hits in the pixel detector and TEC layers compatible with the supercluster form
track seeds which are used to start the track reconstruction described in the following.

The procedure explained so far is called ECAL-driven seeding. It works well for
isolated high energetic electrons (pT > 10 GeV). For low pT electrons and electrons
inside of jets a complementary approach exists. In the other approach the reconstruction
starts from information in the tracker and is therefore called tracker-driven seeding. Since
this analysis is based on isolated high energetic electrons, the tracker-driven seeding is
not of interest and thus not further explained here.

Electron tracking

The next step is to reconstruct the electron tracks starting with a trajectory seed. For
this purpose a special track finding algorithm was developed, to cope with the energy
losses due to bremsstrahlung. The tracks reconstructed with this algorithm are called
Gaussian Sum Filter (GSF) tracks. More details are given in section 6.1.3.

Electron preselection

Electron candidates are formed by combining superclusters with appropriate tracks.
Each candidate has to pass the following preselection:

• ET,sc > 4 GeV

• H/E < 0.15

• ∆ηin = |ηsc − ηextrap
in | < 0.02

• ∆φin = |φsc − φextrap
in | < 0.15

Here, ET,sc is the transverse energy of the supercluster and H/E is the ratio between

the energy deposited in the HCAL in a cone of ∆R =
√

∆φ2 + ∆η2 < 0.15 around the
supercluster position and the energy of the supercluster. These two requirements are
already applied during the clustering step. ∆φin (∆ηin) designates the difference between
the φsc (ηsc) of the supercluster and the φextrap

in (ηextrap
in ) extrapolated from the innermost

track measurement to the ECAL.

Removal of ambiguous candidates

The conversion of bremstrahlungs-photons can lead to duplicate electron candidates.
This can happen, if a hard bremstrahlungs-photon converts and the hits from the con-
version legs are close to the expected position of the electron in the next tracker layer.
These candidates will be associated to the same supercluster and will have GSF-tracks
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6.1. Electron reconstruction

close to each other. To resolve this ambiguity, an algorithm is used to choose the track
of the primary electron based on the candidate properties. For candidates with ECAL-
driven seeds, the candidate which has the innermost tracker hit is chosen. For candidate
pairs which have the first hit on the same layer, the candidate with the better E/p ratio
is selected.

Electron charge determination

The electron charge can be determined from the curvature of the GSF-track. To improve
the charge measurement, two additional estimates are used. The final charge measure-
ment of the candidate is determined by a majority method in which the charge predicted
by at least two of the three methods is chosen. The other charge estimates are obtained
from the curvature of the track reconstructed with the standard tracking algorithm (in-
stead of the dedicated one for electrons) and from the charge of the supercluster. The
latter one is obtained by calculating the sign of the difference in φ between two vec-
tors. The first vector points from the beamspot to the supercluster while the second one
connects beamspot and the first hit in the tracker.

Electron momentum determination

The momentum of the electron candidate can be obtained by two complementary meth-
ods. The first one is the energy of the supercluster after corrections (see 6.1.4). The
second one is the pT measurement from the tracker. In general, a weighted mean of these
two estimates using the uncertainties of the individual measurements as weight is taken.
For high pT, the measurement will be dominated by the ECAL measurement. However,
if the electron hits the ECAL in the region of the intermodule gaps, it can happen that
even for high pT the measurement is dominated by the tracker [45]. In these cases, there
is a chance that a badly reconstructed track leads to a complete misreconstruction of
the energy. Following the recommendations from [45], the ECAL measurement is used
as electron energy in this analysis.

6.1.2. Electron clustering

Hybrid algorithm

The first step of the hybrid algorithm [46, 47] is to select the crystals with ET > 1 GeV
and list them in a descending order of ET. These crystals can start the clustering. For
each crystal in the list which is not already assigned to a cluster the algorithm proceeds
as follows:

• construct a 5× 1 domino in η − φ around the seed crystal

• repeat last step for crystals with the same η on a φ road of ± 17 crystals

• discard dominoes with ET < 0.1 GeV

• group remaining dominoes which are connected to local clusters

• remove local cluster with a maximal domino energy < 0.35 GeV

A sketch of the algorithm is shown in figure 6.1-left. The local clusters in the η − φ road
passing the energy threshold are combined to form a supercluster.
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Figure 6.1. Left: Sketch of the hybrid algorithm. Shown is a part of the grid of barrel
ECAL crystals. The colored squares represent crystals with an energy deposit. Green (grey)
crystals mark energy deposits which are (not) selected by the algorithm. The red crystal is
the seed crystal. The blue box represents the road of 5x1 dominoes which is created around
the seed crystal in φ direction. Figure based on a similar figure from [46]. Right: Sketch of
the multi5x5 algorithm. Shown is the clustering around a seed crystal (1) with the seeding
of an additional 5× 5 matrix around crystal (2). Figure taken from [47]

.

Multi5x5 algorithm

In contrary to the barrel, the endcap crystals do not follow a η − φ symmetry. Therefore,
a different clustering algorithm is needed. The algorithm applied in the barrel is called
’multi5x5’ algorithm [47]. Similar to the hybrid algorithm all crystals are sorted in
descending order of ET. Each crystal with ET > 0.18 GeV can start the clustering. For
each crystal which is not already assigned to a cluster and which is the local maximum
of its four direct neighbours (’swiss-cross’ pattern) the algorithm proceeds as follows:

• construct a 5× 5 matrix around the seeding crystal

• group crystals of matrix to form a cluster (only crystals which are not part of other
clusters)

• for each of the outer 16 crystals (if part of cluster): check seeding requirements

• for crystals passing seeding requirements:

– repeat algorithm with new seed

– add new crystals to first cluster

A sketch of this procedure is shown in figure 6.1-right. The clusters built as described
above are again sorted in descending order of ET. To combine the clusters into super-
clusters, rectangular windows in η and φ of ∆η = 0.14 and ∆φ = 0.6 are created around
clusters with an ET > 1 GeV. Every energy deposit in this window is grouped into a
supercluster. Each energy deposit can only be part of one supercluster.
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6.1. Electron reconstruction

Supercluster position

The position of a supercluster is calculated as a weighted mean of its crystal positions.
The weights are calculated using the energy deposit in each crystal as shown in equation
6.1.

Wi =


W0 + log( Ei∑

j Ej
) if W0 + log( Ei∑

j Ej
) > 0

0 if W0 + log( Ei∑
j Ej

) ≤ 0

(6.1)

Here, the sum loops over all the crystals which are part of the supercluster. The quantity
W0 limits the smallest energy deposit a crystal can have to take part in the position
determination. Its value was optimized to be 4.2. This and more information can be
found in [46].

6.1.3. Electron tracking

As mentioned above, the electron track reconstruction starts from tracking seeds in the
innermost part of the tracker. The general tracking procedure applied at CMS is based
on the Kalman filter and will be called Kalman filter tracking in the following. For
electrons, the energy loss due to bremsstrahlung demands a modified algorithm which is
called Gaussian Sum Filter (GSF). In the following, a brief overview of both algorithms
is given. The information presented here are based on [48–51].

Kalman filter tracking

The Kalman filter provides a recursive estimator of a state vector describing a discrete
dynamic system. Its application to track reconstruction allows the combination of the
track finding procedure and the least square fit of the geometrical parameters describing
the track. A track is characterized by a five dimensional state vector (position, momen-
tum and curvature of the track expressed as function of e.g. the z-coordinate of the
detector) and a covariance matrix of its parameters. The tracking starts from the track
seed and proceeds with two alternating steps. First, the state vector and the covariance
matrix is extrapolated to the next tracker layer, including material effects due to the
interaction of the particle with the tracker material. In the case of minimum ionizing
particles, these effects are mostly multiple coulomb scattering. For electrons, the energy
loss due to bremsstrahlung has to be included, which is done by subtracting the mean
energy loss from the momentum estimate and increasing the variance of the momentum
estimate with the variance of the energy loss. This is an implicit approximation of the
energy loss by a single Gaussian probability density function (pdf). The second step in
the Kalman filter is to combine the predicted state vector with the actual measurement.
In the end, a smoothing procedure is applied. For this purpose, the Kalman filter is
applied a second time starting at the outermost hit of the track and extrapolating the
track from the outside to the inside of the tracker. The smoothed track is the weighted
mean of the two tracks.

GSF tracking

The Kalman filter is optimal, if the underlying pdfs are Gaussian. In the case of
bremsstrahlung, this approximation does not hold. Following the model from Bethe
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6. Object reconstruction

and Heitler, the pdf for the energy loss of an electron is given by equation 6.2.

f(z) =
[−ln(z)]

t
ln(2)

−1

Γ( t
ln(2))

(6.2)

Here, z is the remaining fraction of energy after the passage of the material and t is the
path length of the material expressed in units of radiation length.

In the GSF algorithm, the general structure of the Kalman filter with repeating ex-
trapolation and update steps is maintained. The main innovation of the GSF tracking
algorithm is to approximate the pdf from equation 6.2 by Gaussian mixtures of several
Gaussian pdfs. Each component of this mixture describes a different hardness of the
bremsstrahlung. It has been shown, that mixtures obtained by minimizing the quantity
DCDF provides a good approximation of f(z). The definition of DCDF is given in equation
6.3.

DCDF =

∞∫
−∞

|F (z)−G(z)|dz (6.3)

Here F(z) is the cumulative distribution function (cdf) of f(z) and G(z) is the cdf of the
Gaussian mixture g(z).

Another key feature of the GSF algorithm is, that not only the energy loss, but also
the state vectors are described by Gaussian mixtures. Thus, the GSF algorithm can be
seen as a multiple application of the Kalman filter in parallel. Since this process will
lead to a combinatorial explosion of possible track candidates, only the best candidates
are kept after each update step. During the update step, the components from the
Gaussian mixture of the state vector are weighted according to their agreement with the
measurement. In the end, the mode (component of the mixture with the highest weight)
is taken to extract the track parameters.

6.1.4. ECAL energy corrections

The corrected supercluster energy in barrel (EEB
SC ) and endcap (EEE

SC) is calculated ac-
cording to equation 6.4.

EEBSC = Fe,γ · ErawSC

EEESC = Fe,γ · (ErawSC + EES)

ErawSC =
∑
j
G · Cj · Lj(t) ·Aj

(6.4)

In a first step, the calibrated energy of the supercluster (Eraw
SC ) is calculated from the

measured ADC counts (Aj) in each crystal j which is part of the supercluster. The
calibration is factorized into three parts. Lj(t) corrects for the transparency loss of
the crystals during a run, which is time dependent and monitored with help of a laser
system. Cj is the inter-calibration factor for crystal j and G the global energy scale
calibration which is derived for barrel and endcap separately. The first calibration was
done before the different subsystems of the detector were assembled, using a calibrated
test beam. During the run periods, the calibration can be controlled and adjusted using
well understood physics processes. Since the mass of the Z boson is known with high
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6.2. Missing Transverse Energy reconstruction

precision, the process Z→ ee provides a excellent control mechanism for the overall
energy scale. Minimum bias events (randomly triggered events) should lead to a similar
energy flow in φ and can be used for the inter-calibration. Another method is to monitor
the E/p ratio of isolated electrons from W→ eν events. In addition to this, π0 and η
mesons can be used for inter-calibration purposes. The second step on the way to the
corrected energy is to apply the correction factor Fe,γ to the calibrated supercluster
energy.

In Fe,γ , corrections of energy containments effects are summarized. This includes
corrections due to energy loss in the tracker material, variation of the amount of clustered
energy as a function of the shower position and leakage of the shower out of crystal
boundaries. Fe,γ is derived separately for electrons and photons since their interaction
with the tracker material differs. For superclusters in the endcap the energy deposit in
the preshower detector (EES) has to added to the supercluster energy.

The information given here are based on [52–54].

6.2. Missing Transverse Energy reconstruction

Neutrinos are the only known particles which leave the detector without producing a
detectable signature. The partons involved in a hard scattering process within a proton-
proton collision will usually carry an unequal fraction of the proton momentum. There-
fore, the collision products will be boosted along the z-axis. The transverse momenta of
the partons within the protons are negligible. Thus, the vectorial sum of the collision
products’ transverse momenta should vanish. The presence of a neutrino would spoil
the balance of transverse momenta since its pT is not measured. This can be exploited
by defining a quantity called Missing Transverse Energy ( 6~ET), which is basically the
negative vectorial sum of all measured transverse momenta in the event and quantifies
the amount and direction of ’missing energy’ in the transverse plane. Since a lot of BSM
physics models predict particles which leave the detector without being detected, 6~ET

plays a crucial role in the search for new physics. The reconstruction of 6~ET involves all
measured particles in the event and is thus sensitive to various detector and reconstruc-
tion effects. Any misreconstruction or misidentification of a particle can have an impact
on the reconstruction of 6~ET. The 6~ET reconstruction therefore is a very complex task
and relies on a precise detector calibration. Several algorithms for the 6~ET reconstruc-
tion were developed. The most common ones are Calo- 6~ET, Track Corrected (TC) 6~ET

and Particle Flow (PF) 6~ET. Except for the measurement of muons, the Calo- 6~ET relies
solely on the ECAL and HCAL measurements. The TC 6~ET algorithm uses information
from the tracker to complement the calorimeter measurements, while the PF 6~ET is cal-
culated from a complete list of particles reconstructed with the PF algorithm using a
combination of all CMS sub-systems. A comparison of the performance of the three 6~ET

reconstruction algorithms is given in [55] showing that the PF algorithm leads to the
best 6~ET resolution. Over time, the PF 6~ET has emerged as the most commonly used
algorithm for the 6~ET reconstruction. In this analysis, type-I corrected PF 6~ET is used.
This section is split in two parts. In the first part, the PF algorithm and the PF 6~ET

calculation are explained. The second part is about the corrections which are applied to
the 6~ET. The information given here are based on [55, 56]. More information about the
6~ET reconstruction and performance can be found there. Here, the distinction between
the Missing Transverse Energy vector (6~ET) and its absolute value (Emiss

T = |6~ET|) is made.
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Figure 6.2. Overview of the PF algorithm.

6.2.1. Particle Flow Missing Transverse Energy

The strategy of the PF algorithm is to combine the information of all CMS sub-detectors
in order to reconstruct and identify all stable particles (electrons, muons, photons,
charged hadrons, neutral hadrons) in an event. Based on this list of particles, com-
posite object like jets and 6~ET are reconstructed. The PF algorithm can be divided in
three steps which are briefly explained in the following. A sketch of the algorithm is
shown in figure 6.2. The information given here are based on [57].

The first step of the PF algorithm is the reconstruction of tracks from charged par-
ticles in the tracker, clusters from energy deposits in the ECAL and HCAL as well as
muon tracks from the muon system. These PF elements represent the reconstructed
information from each sub-detector.

Each particle will, depending on its type, lead to the creation of several PF elements
(e.g track and ECAL cluster in the case of an electron). For the reconstruction of
the individual particles, the different PF elements have to be combined. This is done
with help of a linking algorithm looping over pairs of PF elements and quantifying the
matching between the two elements. For example the linking of an ECAL cluster and
a charged particle track is done by extrapolating the track into the ECAL and check
if the extrapolated track is within the boundaries of the cluster. In the latter case the
track and the cluster are linked. The algorithm proceeds by grouping linked (directly
or indirectly) elements into PF blocks. Since the CMS sub-detectors provide a high
granularity the block usually consists only out of a few elements.

The key part of the PF algorithm is the identification of individual particles out of
reconstructed PF blocks. This is done with an iterative approach starting with the iden-
tification of PF muons. Each time a particle is identified, the corresponding PF block is
removed from the collection of PF blocks and the algorithm proceeds with the reduced
collection. Blocks with a muon track element from the muon system and a charged
particle track element are identified as global muon if a global fit of both tracks leads
to a reasonable χ2 and a momentum measurement which is compatible with the one
from the charged particle track element. The next step is to identify PF electrons. A
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6.2. Missing Transverse Energy reconstruction

pre-identification procedure is applied to charged particle track elements of appropriate
blocks. For blocks passing the pre-identification, the track is refit using the GSF algo-
rithm. The final identification is done based on a boosted decision tree using a large set
of track and cluster properties. More Information about the PF electron identification
can be found in [58]. After the application of additional quality criteria, each charged
particle track linked to calorimeter clusters is treated as PF charged hadron. The par-
ticle momentum from the charged track is compared to the energy of the calorimetric
clusters. In case that the calorimetric energy is significantly larger, PF photons and
neutral hadrons are added to compensate the energy discrepancy. The last step of the
particle identification is to identify all remaining ECAL (HCAL) clusters which are not
linked to a charged particle track element as photons (neutral hadrons). The list of
particles is then used to reconstruct composite objects like jets and 6~ET. The PF 6~ET is
defined as the transverse component of the negative vector sum of all PF particles as
shown in equation 6.5.

6~Euncorr.

T = −
∑
i

~pT, i (6.5)

6.2.2. Missing Transverse Energy corrections

Type-I correction

The type-I 6~ET corrections propagate the jet energy corrections (JEC) to the 6~ET. CMS
uses a factorized approach for the JEC which divides the correction into different levels.
Each level corrects for a different effect and is applied to the jet energy obtained after
application of the precedent correction levels. The commonly applied corrections are the
L1, L2 and L3 correction. The L1 JEC corrects for the shift of the jet energy due to
contribution of pile-up. The L2 JEC is called ’relative jet correction’ and corrects the
jet response to be flat in η. The L3 JEC is the ’absolute jet correction’ and ensures a
flat jet response in pT. This and more information about JEC can be found in [59]. For
the PF 6~ET type-I correction, the JEC are considered for all jets with pT > 10 GeV and
a fraction of energy deposited in the ECAL smaller than 90% of the jet energy.

The formula for the raw PF 6~ET given in equation 6.5 can be expanded by dividing
the sum over all PF candidates into a sum of candidates within a jet and a second with
the remaining candidates. The first sum can be replaced with a sum of the uncorrected
jet pT of all jets leading to the formula given in equation 6.6

6~Euncorr.

T = −
∑
jet

~puncorr.
T, jet −

∑
i/∈jets

~pT, i (6.6)

The sum of jet pT can be further divided into jets with ~pL123
T, jet larger than 10 GeV and

jets with ~pL123
T, jet smaller than 10 GeV. The resulting formula is given in equation 6.7.

Here, ~pL123
T, jet is the jet pT after application of the L1, L2 and L3 JEC.

6~Euncorr.

T = −
∑
jet

~pL123
T, jet>10GeV

~puncorr.
T, jet −

∑
jet

~pL123
T, jet<10GeV

~puncorr.
T, jet −

∑
i/∈jets

~pT, i (6.7)

The final formula for the raw PF 6~ET is obtained by expanding the first term of equation
6.7 into a sum of the jets’ pT using the pT after the L1 JEC (~pL1

T, jet) and a sum of the
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6. Object reconstruction

Table 6.1. Parameters for the 6~ET-φ correction. [56]

cx0 (GeV) cxs (GeV) cy0 (GeV) cys (GeV)

Data 0.27 0.32 -0.23 -0.17

Monte Carlo 0.12 0.02 0.28 -0.13

offset between raw jet pT and ~pL1
T, jet. This is shown in equation 6.8.

6~Euncorr.

T = −
∑
jet

~pL123
T, jet>10GeV

~pL1
T, jet −

∑
jet

~pL123
T, jet>10GeV

(
~puncorr.

T, jet − ~pL1
T, jet

)

−
∑
jet

~pL123
T, jet<10GeV

~puncorr.
T, jet −

∑
i/∈jets

~pT, i

(6.8)

The type-I correction acts on the first term of the formula by replacing ~pL1
T, jet correction

with ~pL123
T, jet which is the transverse momentum of the jets including L1, L2 and L3 JEC.

The final formula for the PF type-I corrected 6~ET is given in equation 6.9. All formulas
are taken from [60].

6~EtypeI

T = −
∑
jet

~pL123
T, jet>10GeV

~pL123
T, jet −

∑
jet

~pL123
T, jet>10GeV

(
~puncorr.

T, jet − ~pL1
T, jet

)

−
∑
jet

~pL123
T, jet<10GeV

~puncorr.
T, jet −

∑
i/∈jets

~pT, i

(6.9)

φ correction

Studies in 2011 revealed the presence of an 6~ET asymmetry in φ direction which is present
in data and Monte Carlo. The origin of this effect is not yet completely understood.
Possible explanations for this asymmetry are an imperfect alignment, a 4 mm shift of the
beamline and detector center or a remaining φ dependence of the detector response after
calibration and corrections. However, the asymmetry was found to be due to a shift in
the Emiss

x and Emiss
y components and to be proportional to the number of reconstructed

vertices (Nvtx). Based on Z→ µµ studies a correction procedure was developed (see [56]
for details). The Emiss

x and Emiss
y components are corrected according to equation 6.10.

The correction coefficients are given in table 6.1.

Emiss,φ
x = Emiss

x − (cx0 + cxs ·Nvtx)

Emiss,φ
y = Emiss

y − (cy0 + cys ·Nvtx)
(6.10)
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7 General signal signature

This analysis searches for a deviation from the Standard Model expectation in events
with Emiss

T and an isolated electron with high ET (ET > 100 GeV) where the Emiss
T

originates from a particle which can not be detected with the CMS detector (e.g. a
neutrino). As main discriminating variable the transverse mass MT, which combines the
available information about the electron and the Emiss

T in the transverse plane is used.
A definition of MT is given in equation 7.1.

MT =

√
2 · ET,e · EmissT · (1− cos(∆Φ(e, 6~ET))) (7.1)

The ratio ET/E
miss
T is assumed to be around one and the angle between ET and Emiss

T

in the transverse plane ∆Φ(e, 6~ET) is assumed to be close to π for signal events. The
existence of a signal would lead to a deviation in the MT spectrum of the electron
and Emiss

T (also ’e + Emiss
T spectrum’ in the following) compared to the Standard Model

prediction. The shape of the signal in the e + Emiss
T spectrum depends on the BSM

physics model which is assumed. Since the assumptions made on the signal properties
are rather general, an interpretation of the analysis results in terms of different BSM
physics models is possible. A general sketch of the LO production process is shown in
figure 7.1-left. The process in the bubble depends on the signal model.

The assumed signal properties can be motivated by looking at one of the possible BSM
physics models in more detail. Since this search originates from a SSM W′ search, the
motivation is done in terms of this model. The leading order production process is shown
in figure 7.1-right, where the bubble has been replaced with a W′ boson. Since the W′

has a very short lifetime, it decays almost instantly after its production. Therefore, it
can only be reconstructed indirectly through its decay products. In the rest frame of the
W′, the absolute value of the electron and neutrino momentum are equal and the angle
between the two particles is π. As explained before, the partons producing the W′ will
usually carry unequal momentum fractions of their proton. Thus, the W′ can be boosted
along the z axis and the detector rest frame is not equal to the W′ rest frame. For this
reason the two given properties of the two body decay do not apply directly. However, in
the transverse plane the absolute value of the electron and neutrino momentum should
be approximately equal and the angle between the two particles around π. The neutrino

νe

eq

q ?
νe

eq
W

q

Figure 7.1. Left: General sketch of the signal signature. The process in the bubble depends
on the physics model chosen for the signal. Right: Feynman graph of production and decay
of a W′ in LO.
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7. General signal signature

leaves the detector without being detected. This spoils the balance of the measured
momenta in the transverse plane and leads to Emiss

T . In a W′ event like shown in figure
7.1-right the Emiss

T will be dominated by the neutrino. Since the invariant mass of the
electron-neutrino system is inaccessible from the experimental side of view, the transverse
mass MT will be used as main discriminating variable instead. The transverse mass is
the projection of the invariant mass on the transverse plane using Emiss

T as the neutrino
momentum. In the definition given in equation 7.1, the transverse electron momentum
is replaced with the transverse electron energy, which is considered to be identical to the
transverse momentum for the energy regime of interest.

The signal properties explained here are taken from detailed studies of W′ events (see
[61–63]) and were verified to be applicable to the other BSM signal models used in this
search (see [29, 64, 65]).
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8 Dataset and Monte Carlo simulation of
the Standard Model prediction

This chapter consists of two main parts. First an overview of the studied dataset is
given. Then the modeling of the Standard Model contribution to the e + Emiss

T spectrum
is presented. This includes a summary of the different Standard Model processes which
contribute to the e + Emiss

T spectrum as well as the description of their simulation.

To perform an analysis using CMS data, the CMSSW software [66] is crucial. It in-
cludes various packages needed for simulation, reconstruction and calibration of CMS
event data. CMS datasets and simulations are distributed over the computing centers
located everywhere in the world and can be accessed via the LHC computing grid [42].
Since only a small subset of the information stored for each event is relevant for this
analysis, it is utile to work with a reduced data format. In order to extract the relevant
information and to store the output on the local computing center in Aachen, a dedi-
cated software package [67] was developed and is maintained by various members of the
III. Physikalischen Instituts A. The actual analysis is then performed on these reduced
samples with help of the ROOT framework (version 5.34) [68]. With one exception (see
chapter 10 for details), all contributions of Standard Model processes to the search region
are evaluated using Monte Carlo simulations. This includes not only the simulation of
the physics processes but also a simulation of the detector response and an emulation
of the trigger chain. The simulation of the CMS detector was done with the GEANT4

software [69, 70] which is included in CMSSW.

8.1. Dataset

In 2012, CMS recorded 21.8 fb−1 of pp collision data at a center-of-mass energy of√
s = 8 TeV. From this total dataset, 19.7 fb−1 were certified by the Data Quality Mon-

itoring (DQM) group. In general, only certified data is used for physics analysis, to
ensure that all the subdetectors were working according to their specifications. The
reconstruction of the collision events is done using the CMSSW software. At the end of the
data recording period, the reconstruction is usually redone for the whole dataset to in-
corporate the improved knowledge about the detector and the running conditions gained
during the data taking. This search uses the SingleElectron dataset from the 22Jan-
ReReco reconstruction campaign done with CMSSW 5 3 X. The applied global tag, which
encodes the detector and run conditions used for the reconstruction, is FT 53 V21 AN5.
The dataset divided into the different run periods together with the corresponding lu-
minosity and the chosen trigger for this analysis is shown in table 8.1. More information
about the trigger is given in section 9.1.1.
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8. Dataset and Monte Carlo simulation of the Standard Model prediction

Table 8.1. Overview of the 2012 pp collision dataset split into its different run periods. The
full name of the dataset for each entry in the first column is /SingleElectron/Run2012[..]-
22Jan2013-v1/AOD. Also shown is the integrated luminosity and the chosen trigger for each
subset. The total luminosity adds up to 19.7 fb−1 .

Dataset Name Run Range Trigger L ( fb−1 )

Run2012A 190456-193621 HLT Ele80 CaloIdVT TrkIdT 0.9
Run2012B 193833-196531 HLT Ele80 CaloIdVT GsfTrkIdT 4.4
Run2012C 198022-203742 HLT Ele80 CaloIdVT GsfTrkIdT 7.0
Run2012D 203777-208686 HLT Ele80 CaloIdVT GsfTrkIdT 7.4

8.2. Monte Carlo simulation of the Standard Model
prediction

8.2.1. Standard Model processes

Several Standard Model processes contribute to the e + Emiss
T spectrum at high MT.

The by far most important process is the off-shell production of W bosons. Other
contributions come from tt̄, single top, Drell-Yan and Diboson events. The misidentifi-
cation from jets or photons as electrons leads to additional Standard Model events in the
e + Emiss

T spectrum. In the following, the different background contributions and their
Monte Carlo simulation are explained in more detail. The production cross sections and
numbers of generated events are taken from PREP [71], which is the CMS management
system for Monte Carlo production. If possible, the cross sections are corrected with a
k-factor (k=σNjLO/σLO) to include higher order corrections. If not stated otherwise, the
higher order cross sections are taken from [72]. To compare the Monte Carlo simulations
with the measured data, each sample is scaled with a factor given in equation 8.1 to
match the integrated luminosity of the data.

w =
σ · L
NMC

(8.1)

Here σ is the cross section of the process, NMC the number of generated events and
L the integrated luminosity of the data. A list of all the Standard Model Monte Carlo
samples which are used in this analysis together with the corresponding cross sections
and numbers of generated events is given in table A.1.

W → `ν

As explained in chapter 7, the signature of signal events can be summarized as W-
like decay to an electron and a neutrino at high MT leading to ET/E

miss
T ≈ 1 and

∆Φ(e, 6~ET) ≈ π. Therefore, the off-shell production of W bosons at high masses decaying
into an electron and a neutrino is indistinguishable from possible signal events. The same
holds for W→ τν events, if the τ lepton decays into an electron and a neutrino. These
events will be shifted to lower MT compared to events, where the W directly decays into
an electron and a neutrino. An explanation for this behavior can be found in [64]. Being
the main SM contribution to the e + Emiss

T spectrum, a precise knowledge of the W→ `ν
process at high MT is crucial.
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Figure 8.1. Left: Impact of QCD and EW NLO corrections on the differential cross sec-
tion of the W→ `ν process as function of MT. Both corrections are calculated separately.
Right: Two different approaches (QCD⊕ EW additive approach, QCD⊗ EW multiplica-
tive approach) for the combination of the individual QCD and EW correction. The ratio
between the average of the two approaches and the LO prediction is used to correct the LO
prediction. Before averaging the two approaches, they are parametrized with second order
polynomials to obtain a smooth description. The result can bee seen in the lower part of the
plot. The difference between the two approaches is used as systematic uncertainty. Both
plots by M. Olschewski [74].

The simulation of the W→ `ν process is split in three subsamples per lepton (e,τ) pro-
duced with PYTHIA [73] in LO. Besides a main sample produced without dedicated gen-
erator cuts, two high pT samples binned in p̂T (first sample: 100 GeV < p̂T < 500 GeV,
second sample: p̂T > 500 GeV) are used. These samples cover most of the MT region
which is analysed in this search and ensure a description of the W→ `ν process which
is not limited by statistics, even at high MT.

Higher order QCD and electroweak (EW) corrections have a sizeable impact on the
production rate of the W→ `ν process. Since the strength of the individual corrections is
not flat in MT, it is useful to derive a MT dependent correction factor. These calculations
have been done by M. Olschewski [74] in NLO using MC@NLO [75] for the QCD and HORACE

[76] for the EW part. The differential cross section with respect to MT for the individual
corrections are shown in figure 8.1-left. Also shown is the LO prediction and the LO
prediction using a NLO PDF set. The latter one is needed for the combination of the
QCD and EW corrections, since HORACE and MC@NLO both use a NLO PDF set. The
PDF set for all three predictions using a NLO PDF set is CT10 [77]. The LO PDF set
used for the Monte Carlo samples is CTEQ6L1 [78].

The incorporation of QCD NLO corrections lead to an enhancement of the W→ `ν
production of around 40% at MT values around 300 GeV and around 20% at MT ≈ 2500
GeV. The EW corrections have a stronger MT dependence and lead to a decrease of the
differential cross section. While at MT ≈ 300 GeV the impact is small, the differential
cross section at MT ≈ 2500 GeV is reduced by a factor of approximately 0.5.

Due to mixed QCD and EW contributions, the combination of the two corrections
from the individual calculations is not a trivial task. The combination is calculated
with two different mathematical approaches. The first approach is given in equation 8.2,
where [dσ/dO]X is the differential cross section with respect to the observable O and
X refers to the order of the calculation (e.g. [dσ/dO]QCD means NLO in QCD). This
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8. Dataset and Monte Carlo simulation of the Standard Model prediction

additive approach should provide a good description if the correlation between the QCD
and the EW correction is small.

[
dσ

dO

]
QCD⊕EW

=

[
dσ

dO

]
QCD

+

[
dσ

dO

]
EW

−
[
dσ

dO

]
LO

(8.2)

The second one combines QCD and EW corrections in a multiplicative way, which is
expected to be a good measure for strong correlations. The formula is given in equa-
tion 8.3.

[
dσ

dO

]
QCD⊗EW

=

([
dσ
dO
]
QCD[

dσ
dO
]
LO

)
·
[
dσ

dO

]
EW

(8.3)

In both formulas the LO term refers to the prediction using the NLO PDF set. The
results can be seen in figure 8.1-right. The difference between the two methods is around
10%. For this analysis, the average between the two methods is used and the difference
is taken as a systematic uncertainty on the correction. More information about the
combination of the two approaches can be found in [79]. The LO W→ `ν events from
the Monte Carlo samples are corrected depending on their MT by using a k-factor defined
in equation 8.4 as event weight.

k(MT ) =
∆σ(NLO)/∆MT

∆σ(LO)/∆MT
(8.4)

To obtain a smooth description of the k-factor, a parametrization of the individual
corrections with polynomials of second order is done before combining them. The com-
bined result can be seen in the ratio plot of figure 8.1-right together with the systematic
uncertainty derived from the difference between the two combination methods. For MT

values around 300 GeV the resulting k-factor is around 1.3 and decreases with MT. At
MT ≈ 2500 the k-factor is around 0.9. This shows that the NLO corrections are very
important for an accurate description of the W→ `ν process at high MT.

According to [79, 80] the contribution from NNLO corrections are small and thus
neglected here.

Multijet

Multijet events generated via strong interaction occur at a high rate at the LHC. If a
jet is misidentified as electron and a misreconstruction of the jet energy leads to a non
negligible amount of Emiss

T , multijet events can contribute to the e + Emiss
T spectrum.

The simulation is done with PYTHIA in multiple samples binned in the scale of the hard
interaction p̂T. A filter is used to simulate only events which pass a minimal set of
isolation criteria. This is done to maximize the amount of generated events, having a
realistic chance to be misidentified as an electron. Jets which do not resemble an electron
at all, are very unlikely to be misidentified and thus not of interest for an analysis as
presented here. The contributions from multijet events will be titled ’QCD’. The QCD
Monte Carlo is only used for cross-check purposes. For the analysis a data-driven method
is used (see chapter 10).
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8.2. Monte Carlo simulation of the Standard Model prediction

tt̄ and single top

The top quark decays via weak interaction into a b quark and a W boson. Events
where the W subsequently decays into an electron and a neutrino will contribute to the
e + Emiss

T spectrum. Additional contributions arise from events, where the W decays into
a τ and a neutrino and the τ further decays into an electron and a neutrino. Analog
to the multijet background, jets emerging from the top decay could be misidentified as
electrons. The tt̄ process is simulated with MC@NLO including NLO QCD corrections.
For the single top production, the processes are divided into the different production
processes (s-channel, t-channel, associated (tW) production) and the charge of the top
quark. Each of the 6 processes is simulated using the NLO generator POWHEG [81, 82].

Z/γ∗ → ``

The Z/γ∗ → ee process is an important source of isolated electrons. A well reconstructed
Z/γ∗ → ee event will contain two isolated high energetic electrons and no substantial
amount of Emiss

T . However, if one of the electrons is misreconstructed or outside the ac-
ceptance of the detector, enough Emiss

T can occur to contribute to the e + Emiss
T spectrum.

An additional contribution arises from Z/γ∗ → ττ events, where a τ further decays to
an electron and a neutrino. The Z/γ∗ → ee process is simulated with POWHEG in NLO,
while the Z/γ∗ → ττ events are generated with PYTHIA. For both processes the samples
are divided in subsamples binned in mZ to provide enough statistics at high energies.
The Z/γ∗ → `` process will be called ’Drell-Yan’ in the following.

Hard photon production

If a track is accidentally mismatched to the cluster of a photon in the ECAL, this photon
can be misidentified as an electron. Due to initial or final state radiation, hard photons
can be produced in QCD events. The simulation of these events is done with PYTHIA in
several samples binned in the scale of the hard interaction. This process will be refered
to as ’γ + Jets’. Another possibility to obtain hard photons in QCD events is during the
hadronization process. This is accounted for by PYTHIA during the simulation of parton
showering.

WW, WZ, ZZ

The production of two weak bosons (WW,WZ,ZZ) is another Standard Model process to
be considered. In the complicated topoloy of these events, there are lots of possibilities
to produce an isolated high energetic lepton and Emiss

T . For each of the 3 processes one
main sample and one high-pT sample have been produced with PYTHIA. The 3 processes
will be dubbed as ’Diboson’ in the following.

8.2.2. Pileup reweighting

Due to the very high instantaneous luminosity at the LHC, there usually is more than
one interaction per bunch crossing. In fact, the average number of interactions per bunch
crossing is around 21 for 2012 LHC conditions [40]. The majority of these interactions are
soft QCD multijet events with low momentum transfer. Every hard interaction which
causes a trigger to fire and thus the event to be recorded, is accompanied by several
additional interactions. The latter ones are called pileup. The number of additional
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8. Dataset and Monte Carlo simulation of the Standard Model prediction

interactions can be estimated by multiplying the total inelastic proton proton cross
section with the measured instantaneous luminosity for the current bunch crossing. Since
every interaction should lead to one primary vertex, the number of vertices per event is
closely related to the number of interactions per bunch crossing. Therefore counting the
number of reconstructed vertices and dividing it by the vertex reconstruction efficiency
is another method to estimate the amount of pileup. The official method at CMS is the
first one. The second one is used as crosscheck.

Pileup is a very important effect at the LHC which has to be taken into account
for the Monte Carlo generation. The amount of pileup depends very much on the
present run conditions at the LHC, which change throughout the year. Since the Monte
Carlo generation is usually done before or while the data is recorded, the simulation
is done using an expected pileup scenario. The simulations used in this analysis are
simulated with the pileup scenario S10 [83]. The relative frequencies of the number of
interactions per bunch crossing in this scenario are shown in figure 8.2. Also shown is
the corresponding distribution from data, where the number of interactions per bunch
crossing is calculated via the first of the two methods described above.
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Figure 8.2. Relative frequency of the number of interactions per bunch crossing as defined
in the pileup scenario S10 [83] used for Monte Carlo generation compared to the actual
distribution measured in data.

To improve the agreement of the pileup simulation and the actual pileup occuring in
data, a procedure called pileup reweighting is applied. For each number of interactions
per bunch crossing shown in figure 8.2 a scalefactor is derived by dividing the value from
the data distribution by the value from the Monte Carlo distribution. Each Monte Carlo
event is then rescaled with the appropriate scalefactor. The information about pileup
and pileup reweighting given in this section is based on [84, 85].
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9 Event selection and efficiencies

The purpose of the event selection is to select events with signal-like properties, reject
events from Standard Model processes if they are distinguishable from a possible signal
and to ensure that the reconstructed objects of interest (e.g. the electron or Emiss

T )
are well reconstructed. It can be divided into three parts. The first part, which will
be called ’preselection’ here, consists of the trigger and a set of general event quality
criteria. The trigger ensures the existence of at least one electron candidate in the event.
The second part is the electron ID. It is applied to all the electron candidates in events
which pass the preselection. Its purpose is to select well reconstructed electrons and
reject electron candidates which are misidentified photons or jets. The last part of the
selection exploits the signal properties explained in chapter 7 to further separate signal
from Standard Model events.

The efficiency of the reconstruction, the trigger and the electron ID is measured in
data and Monte Carlo simulations. If the efficiencies differ between data and simulation,
the simulation can be corrected by applying a data/MC scale factor.

In this chapter the selection and the corresponding efficiency measurement are pre-
sented.

9.1. Event selection

9.1.1. Preselection

Trigger

Since the signal signature predicts one highly energetic electron, the use of a single
electron trigger for the event selection is convenient. The main trigger chosen for this
analysis is the HLT Ele80 CaloIdVT GsfTrkIdT trigger which was unprescaled (every
time the trigger fired the event was recorded) during the whole run range. For the
first part of data taking (see RunA in table 8.1) this trigger was not implemented yet.
Instead, the HLT Ele80 CaloIdVT TrkIdT trigger was used. The only difference between
the two triggers is a use of a different tracking algorithm at HLT level. The conditions
the triggers impose are summarized in table 9.1 [86]. For a definition of the variables
see section 9.1.2.

These trigger constraints are tight enough to allow the trigger to run without a prescale
while still being loose enough to be very efficient at high ET. In general, a trigger will

Table 9.1. Summary of the conditions imposed by the single electron triggers
HLT Ele80 CaloIdVT GsfTrkIdT and HLT Ele80 CaloIdVT TrkIdT [86].

Tag Conditions Barrel Conditions Endcap

Ele80 ET > 80GeV ET > 80GeV

CaloIdVT H/E < 0.05 σiηiη < 0.011 H/E < 0.05 σiηiη < 0.031

(Gsf)TrkIdT |∆ηin| < 0.008 |∆φin| < 0.07 |∆ηin| < 0.008 |∆φin| < 0.05
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9. Event selection and efficiencies

not be perfectly efficient with an instant turn-on and thus select no events below and
every event above the energy threshold. Instead, the trigger efficiency as function of
ET will have a turn-on region around the energy threshold until it reaches an efficiency
plateau. This assumption has to be verified by measuring the trigger efficiency as a
function of ET. This is shown in section 9.2.1. The exact details of this turn-on are
very hard to model in Monte Carlo simulations. Therefore, it is suitable to use an offline
ET cut which is higher than the trigger threshold to avoid the turn-on regime. For this
analysis the offline ET cut is set to 100 GeV.

General event requirements

To ensure a good quality of the reconstructed events, some general constraints are ap-
plied. Each event is required to contain at least one well reconstructed vertex, which
is less than 24 cm away from the center of the detector. The JetMET Physics Object
Group (JetMET POG) developed a set of filters to reject events, where the Emiss

T is
caused by a detector malfunction or noise [87]. They are officially recommended for
every analysis using Emiss

T , and are applied for this analysis. A summary of these filters
is given in table 9.2.

Table 9.2. Summary of the event filter recommended by the JetMET POG [87].

Filtername Description

CSC tight beam halo reject events with muons from beam halo

HBHE noise filter reject events with anomalous HCAL noise due to instru-
mental issues

HCAL laser filter reject events where the HCAL calibration laser fired dur-
ing bunch crossing

ECAL dead cell (TP) filter reject events where malfunctioning/dead ECAL crystals
(about 1% of the crystals) lead to large energy loss

Tracking failure filter reject events with a serverly displaced primary vertex or
a too large number of clusters

Bad EE supercrystal filter reject events where two regions of crystals in the endcap
give anomalously high energies

ECAL laser filter reject events where ECAL crystals with an unphysically
large laser correction lead to large Emiss

T

Tracking odd events filter reject events with aborted track reconstruction or affected
by strip tracker coherent noise

9.1.2. Electron ID

To identify well reconstructed electrons, a set of requirements called electron ID is
claimed. Here, the HEEP ID [45] is chosen. HEEP is the abbreviation of High En-
ergy Electron Pairs, was originally designed for the Z′ analysis [88] and is optimized for
high-pT electrons. A summary of the requirements of the HEEP-ID can be found in
table 9.3. The lower ET bound is replaced with the ET cut of 100 GeV imposed by the
trigger. In the following, the individual criteria will be explained.
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9.1. Event selection

Table 9.3. Overview of the official HEEP selection in version 4.1 [45]. The electrons are
divided in barrel and endcap electrons using ηsc, which is the η of the electrons supercluster.
In this analysis, the lower ET limit is replaced with 100 GeV.

Official HEEP Selection v4.1

Variable
Barrel Endcap

(ηsc < 1.422) (1.56 < ηsc < 2.5)

ET > 35GeV > 35GeV

isEcalDriven 1 1

|∆ηin| < 0.005 < 0.007

|∆φin| < 0.06 0.06

H/E < 0.05 < 0.05

σiηiη - < 0.03

E2x5/E5x5 || E1x5/E5x5 > 0.94 || > 0.83 -

Calorimetric isolation < 2 + 0.03 · ET + 0.28ρ

< 2.5 + 0.28ρ
(ET < 50 GeV)

< 2.5 + 0.03 · (ET − 50) + 0.28ρ
(ET > 50 GeV)

Track isolation < 5 GeV < 5 GeV

Inner layer lost hits <= 1 <= 1

dxy < 0.02 < 0.05

isEcalDriven

As explained in section 6.1, the reconstruction of an electron can be seeded by the
tracker or the ECAL. For high-pT electrons the performance of the tracker is less good.
Therefore, only electrons from ECAL seeds are used.

|∆ηin| and |∆φin|

∆ηin (∆φin) is defined as explained in section 6.1. This requirement checks for an
acceptable matching of the electron track and the position of the supercluster. The
constraint on ∆ηin is much stronger than the constraint on ∆φin, because of the larger
spread of the electron’s ECAL energy deposit in φ.

H/E

This variable is the ratio between the energy deposits in the HCAL and the ECAL. A
definition is given in section 6.1. In general, electrons deposit most of their energy in
the ECAL. Therefore H/E should be small for electrons.

σiηiη

The quantity σiηiη is a measure for the spread of the ECAL energy deposit in η. The
definition can be found in equation 9.1.

σ2
iηiη =

∑
iWi ·∆η2∑

iWi
(9.1)
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9. Event selection and efficiencies

Here, the index i loops over all crystals in a 5× 5 grid around the seeding crystal. The
quantity ∆η is the difference in η between crystal i and the crystal obtained by taking
the average position of all crystals in the 5× 5 grid, weighted according to the energy
deposit in each crystal. It is calculated by multiplying the average crystal size in η with
the difference between the two crystals expressed in units of number of crystals. The
weights Wi used in equation 9.1 and for the calculation of the energy-weighted average
position are defined as given in equation 6.1 using W0 = 4.7. Since the electron hits in
the ECAL have a small spread in η, σiηiη is expected to be small for well reconstructed
electrons. More details can be found in [89].

E1x5/E5x5 and E2x5/E5x5

Eix5/E5x5 is another measure for the energy spread in η. E5x5 is the energy sum of all
crystals in a 5× 5 grid around the seed crystal. E1x5 (E2x5) is the sum of all crystal in
a strip around the seed crystal containing 5 crystals in φ and 1 (2) crystals in η. For
E2x5 two possibilities exists, from which the one with the higher value is chosen. Same
as for σiηiη, Eix5/E2x5 should be small for well reconstructed electrons. The electron is
required to pass at least one of the two criteria.

Combined calorimetric isolation

The constraints on the isolation used for the HEEP ID are a mixture of ECAL and
HCAL as well as relative and absolute isolations. The ECAL isolation is a sum of all the
recorded hits in a cone of radius ∆R = 0.3 around the position of the electron, excluding
those hits which are in an inner cone of 3 crystals. Only hits with an ET > 0.08 GeV in
the barrel and ET > 0.1 GeV in the endcap are considered. For the HCAL isolation the
energy of all HCAL towers in a cone of radius ∆R = 0.3 around the electron excluding an
inner cone of radius ∆R = 0.15 are summed up. The sum of ECAL and HCAL isolation
is used for the selection. The ρ mentioned in table 9.3 is the mean energy density per
effective area originating from pileup. Contributions from pileup will increase the value
of the ECAL and HCAL isolation variables. This is accounted for by adding an estimate
of the contribution from pileup to the maximum value allowed to pass the isolation.

Track isolation

The track isolation is defined as the sum of all tracks in a cone with radius ∆R = 0.3
excluding an inner cone of radius ∆R = 0.04. This quantity should be small for isolated
electrons and helps to reject electrons which are part of a jet.

Inner layer lost hits

By extrapolating the track of the electron candidate back to the beam-line and counting
the number of times the extrapolated track crosses active tracker material without a valid
hit, the number of lost hits is obtained. The track of a prompt electron starts at the
beam-line and is expected to produce hits in the inner tracker layers. The conversion of
a prompt photon will most likely not occur directly at the primary vertex but somewhere
inside the tracker. The track of an electron from such a conversion may not have any
hits in the innermost tracker layers. Therefore, the number of lost hits can be used to
reject electrons from photon conversion.
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9.2. Selection efficiencies

dxy

The transverse impact parameter dxy is defined as the minimal transverse distance of
the electron track to the primary vertex. It can be used to reject electrons from photon
conversion or electrons from the hadronization process of a jet. In contrast to prompt
electrons, which are expected to have a small dxy, the non-prompt electrons will on
average have a greater distance to the primary vertex.

9.1.3. Signal specific selection

The following selection criteria exploit the characteristics of the signal explained in
chapter 7. Since the signal signature contains exactly one high energetic and isolated
electron, a veto is applied if a second HEEP electron with ET > 35 GeV is found. This
mainly helps to reduce the Drell-Yan background. The following two requirements make
use of the two body decay kinematics explained in chapter 7. They have been studied,
optimized and used in previous searches of the same kind [29, 61–64] and are used here
without further investigation. The requirements are:

0.4 <
ET

Emiss
T

< 1.5 ∆Φ(e, 6~ET) > 2.5

and will be called ’kinematic selection’ in the following.

9.2. Selection efficiencies

9.2.1. Data - Monte Carlo scale factor

The total selection efficiency is measured in data and simulation. To correct for possible
differences between these two, a scale factor is applied to the simulated events. It is
calculated by dividing the selection efficiency in data by the efficiency in Monte Carlo.
The total selection efficiency can be factorized as shown in equation 9.2. Efficiency
measurements are performed separately for barrel and endcap.

ε = εGSF · εHEEP · εtrigger (9.2)

Here εGSF is the efficiency to reconstruct a GSF electron from its supercluster in the
ECAL. GSF electrons are electrons reconstructed as explained in section 6.1 using the
GSF tracking algorithm. Since this efficiency is of general interest for all analysis using
GSF electrons, εGSF is measured by the Egamma POG [90]. The results are given in
table 9.4.

The second part εheep represents the efficiency for a GSF electron to pass the HEEP ID
and is measured by the HEEP group [91]. The results for electrons with ET > 100 GeV
are shown in table 9.4. Since the evolution of the efficiencies at very high ET is only
known with low precision, an additional systematic uncertainty of 2% (4%) on the scale
factor was added to the scale factor uncertainty following the recommendation of the
HEEP group.

The last part εtrigger refers to the efficiency of an HEEP electron to fire the single
electron trigger used for this analysis. This was measured with ’tag and probe’ tech-
niques. An introduction to the tag and probe methodology can be found in [94]. For
this efficiency measurement, tag and probe electrons are required to pass the HEEP
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9. Event selection and efficiencies

Table 9.4. Summary of the efficiency measurements in data and Monte Carlo. The
simulation is corrected by applying a data/Monte Carlo scale factor. Since the
HLT Ele80 CaloIdVT TrkIdT is not simulated in Monte Carlo the scale factor is derived
with respect to the HLT Ele80 CaloIdVT GsfTrkIdT trigger. (GSF reconstruction efficien-
cies from [90], HEEP efficiencies from [92], trigger efficiencies from [93])

Efficiency Data Monte Carlo Data/MC

Barrel

εGSF 0.985 0.989 0.995 ± 0.012

εHEEP 0.887 0.902 0.983 ± 0.027

εtrigger 0.974 not simulated 0.981 ± 0.006
(HLT Ele80 CaloIdVT TrkIdT)

εtrigger 0.991 0.992 0.998 ± 0.002
(HLT Ele80 CaloIdVT GsfTrkIdT)

combined data/MC scale factor 0.975 ± 0.023

Endcap

εGSF 0.950 0.956 0.994 ± 0.015

εHEEP 0.907 0.922 0.984 ± 0.043

εtrigger 0.958 not simulated 0.975 ± 0.014
(HLT Ele80 CaloIdVT TrkIdT)

εtrigger 0.976 0.983 0.993 ± 0.005
(HLT Ele80 CaloIdVT GsfTrkIdT)

combined data/MC scale factor 0.970 ± 0.042

ID. If a probe electron fires the single electron trigger of interest, it is considered to
be a passing probe. The very tight selection on tag and probe should ensure that the
background contamination from non-Z events is negligible. This was cross-checked by
evaluating the trigger efficiency with two methods. The first method is to simply count
the events which passing or failing probes in the different invariant mass windows. Here,
any background contamination can not be distinguished from Z/γ∗ → ee events and will
contribute to the efficiency measurement. For the second method, the invariant mass
distribution of the tag and probe pairs is fitted with a combination of a Gaussian and an
exponential function. The exponential function describes the background contribution,
while the Gaussian part contains the Z/γ∗ → ee events. This allows separating Z events
from background events. The results of both methods are consistent within their uncer-
tainties. For the high-ET region, the number of available events is low. Since the fit done
in the second method only works well if there is a sufficient amount of events, the first
method is chosen here. The difference between them on the resulting data Monte Carlo
scale factor is used as uncertainty. Additional information about the determination of
the trigger efficiency can be found in [93].

The trigger efficiency curves versus the transverse energy of the electron can be seen
in figure 9.1. The trigger efficiency curves have a sharp turn on at ET = 80 GeV and
reach a plateau region at around ET = 100 GeV, where the efficiency stays flat versus
ET. In the plateau region, the trigger efficiencies in data and Monte Carlo agree to the
level of 1-2%. In the turn-on region however, the differences are larger. Since this search
is interested in the high ET regime, it is suitable to apply an offline ET cut of 100 GeV
in order to avoid the turn-on region. For each efficiency curve, the region above 100 GeV
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Figure 9.1. Trigger efficiency curves as function of ET measured in data and Monte Carlo
for barrel (left) and endcap (right) electrons. The efficiencies stay flat versus ET for
ET > 100 GeV. Both plots by K. Padeken [93].

is fitted with a constant term. All results are summarized in table 9.4.

The data/Monte Carlo scale factors are also shown in table 9.4. For the total efficiency,
the two triggers are combined by weighting them with the integrated luminosity of the
run period in which they were active. The combined data/Monte Carlo scale factor
for all three components in equation 9.2 is 0.975 ± 0.023 (0.970 ± 0.045) in the barrel
(endcap).

9.2.2. Background rejection efficiency

The selection efficiencies for different Standard Model processes can be found in table
9.5. Starting point for the calculation of the efficiencies is the number of events passing
the preselection. For each process and selection step, the first number specifies the
efficiency with respect to the previous selection step while the number in brackets is the
efficiency relative to number of events after the preselection.

Events from W→ eν, Z/γ∗ → ee and diboson events contain prompt, isolated elec-
trons which are assumed to pass the HEEP selection efficiently. The efficiencies for
these processes are above 90% and agree well with this assumption. Around 84% of the
QCD events passing the preselection are rejected by the HEEP requirements. For the
other processes the HEEP selection efficiency is between 69% and 88%. The veto for
events with a second HEEP electron should help to reject events from processes with
more than one HEEP electron. This affects mainly Z/γ∗ → ee, where around 25% of
the events passing the HEEP ID are rejected, but also Z/γ∗ → ττ , diboson as well as tt̄
and single top events.

The efficiency for W→ eν events to pass the ET/E
miss
T (∆Φ(e, 6~ET)) selection is around

12% (41%). The amount of W events passing the preselection does not only contain off-
shell W events but also events from the W mass peak. On-shell W events are produced
with a much higher probability than events from the off-shell mass tail. Most of these
events are rejected by the electron ET threshold of 100 GeV. However, if an on-shell W
recoils against a high-pT jet, the boost in transverse direction could lead to electrons
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9. Event selection and efficiencies

Table 9.5. Event selection efficiency for different Standard Model processes. The first
number for each entry is the efficiency calculated with respect to the previous selection
step. The efficiency in brackets is calculated relative to the number of events which pass the
preselection.

Process HEEP ID 2nd e veto ET/E
miss
T ∆Φ(e, 6~ET)

W→ eν 0.923 (0.923) > 0.999 (0.922) 0.118 (0.109) 0.407 (0.045)

W→ τν 0.706 (0.706) 0.995 (0.703) 0.360 (0.253) 0.174 (0.044)

QCD 0.163 (0.163) > 0.999 (0.162) 0.003 (0.001) 0.247 (< 0.001)

tt̄ + single top 0.877 (0.877) 0.950 (0.833) 0.257 (0.214) 0.204 (0.044)

DY → ee 0.928 (0.928) 0.748 (0.694) 0.004 (0.003) 0.611 (0.002)

DY → ττ 0.711 (0.711) 0.974 (0.693) 0.321 (0.222) 0.109 (0.024)

γ + jets 0.691 (0.691) > 0.999 (0.691) 0.002 (0.002) 0.403 (0.001)

Diboson 0.911 (0.911) 0.877 (0.799) 0.216 (0.172) 0.498 (0.086)

with ET > 100 GeV. In these events the two-body decay kinematics do not apply and
the ET/E

miss
T ratio as well as the ∆Φ(e, 6~ET) constraint will reject these events. Using

only the high-pT tails with events fulfilling mW > 200 GeV the corresponding efficiency
to pass the ET/E

miss
T (∆Φ(e, 6~ET)) selection is around 93% (96%).

Since the ET/E
miss
T selection is an implicit Emiss

T cut (Emiss
T · 1.5 > ET), it will efficiently

reject events with no physical source of Emiss
T (e.g. a neutrino) besides misreconstruction.

This applies to QCD, Z/γ∗ → ee and γ + Jets events, where more than 99% of the
remaining events are rejected.

In figure 9.2 the number of expected events after the full selection for two different MT

thresholds are shown. As expected, the W→ `ν process is by far the most important
process contributing around 81% of the Standard Model events in the e + Emiss

T spectrum
above MT = 220 GeV. For an MT threshold of 1500 GeV the process is even more
important and contributes 97% of the Standard Model events.
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Figure 9.2. Number of expected Standard Model events after full selection for two different
MT thresholds and scaled to 19.7 fb−1. Also given is the relative fraction of events for each
process with respect to the total number of events. The expected number of QCD events is
taken from the data-driven estimate explained in chapter 10.
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10 Estimation of the multi-jet contribu-
tion derived from data

The description of QCD multi-jet processes via Monte Carlo simulations suffers from
several limitations. The term ’QCD’ refers not to one specific process, but to a large
amount of different processes involving the strong interaction. This complicates the
simulation of the QCD background. On top of that, the simulation is only available
at LO accuracy. Due to the very high cross section, it is hardly possible to produce a
sufficient amount of Monte Carlo events which is needed for an accurate description of
the roughly 20 fb−1 of data (e.g. the 35 · 106 events generated for QCD processes with
80 GeV < p̂T < 170 GeV correspond to an integrated luminosity of only 0.19 fb−1).

As explained in section 6.1.2, electrons are reconstructed by searching for energy
deposits in the ECAL which resemble the pattern of an electron and looking for an
appropriate track matching the ECAL hit. Jets lead to a large number of tracks and
will deposit energy in the ECAL on their way to the HCAL. Therefore, it is plausible
that a jet can fake the electron signature. Even though the fake probability is small, the
multi-jet contribution to the e + Emiss

T spectrum is of interest for this analysis since the
number of multi-jet events is very large.

To improve the prediction of the multi-jet contribution, a data-driven approach can
be used. Data-driven methods try to estimate the QCD contribution in the region of
interest (here the e + Emiss

T spectrum after full selection) by using data events which are
not part of this region. Using these events, the multi-jet contribution can be extrapolated
to the region of interest. In principle, two ingredients are needed. First, the shape of
the QCD contribution in the region of interest has to be determined. This leads to the
task of selecting an appropriate template of data events. Second, the normalization for
this template is needed. In this chapter, the chosen method is explained followed by a
presentation of the results.

10.1. Methodology

The principle of the method which is applied here is called ’ABCD method’. This kind
of method is well established and commonly used. An example is the data-driven QCD
method for the W′ → τν analysis [64]. Events in the QCD template should be as similar
as possible to QCD events in the region of interest but must not be part of it. The first
part is achieved by requiring template events to pass as many selection steps as possible
(see 10.3 for details). To distinguish between region of interest and template region the
quality of the electron candidate is used. The electron candidate of template events is
asked to fail the HEEP ID which ensures the distinction from the region of interest.
Most of the electron candidates from QCD events are rejected by the HEEP ID (84%
for events passing the preselection (see 9.2.2)). Therefore, the template will provide a
large amount of QCD events which can be used to model the contribution in the region
of interest. Since the amount of QCD events in the template will be much larger than
the amount of QCD events in the region of interest, it can not directly be used but has
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10. Estimation of the multi-jet contribution derived from data

to be scaled with a normalization factor. This factor can be determined with help of a
tight-to-loose (ttl) ratio measurement and will be explained in section 10.3. The ttl-ratio
measurement has to be performed with a dataset which is independent of the region of
interest and the template region. To obtain an independent dataset, the ET/E

miss
T ratio

is used. Template events and events in the region of interest pass the ET/E
miss
T cut of

the event selection (0.4 < ET/E
miss
T < 1.5). The ttl-ratio is measured with events where

the ET/E
miss
T ratio fulfills 1.5 < ET/E

miss
T < 10.
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Figure 10.1. Sketch of the ABCD method.

A sketch of the procedure can be found in figure 10.1. Shown there is the classification
of events into four regions (A,B,C,D) by means of the quality of the electron candidate
(horizontal axis) and the ET/E

miss
T ratio (vertical axis). Events in region A fulfill the

ET/E
miss
T selection and the electron candidate passes the HEEP ID. This region contains

all the events which will contribute to the e + Emiss
T spectrum after the full selection. It

therefore is the region of interest (or ’signal region’) for this analysis. The template is
made from events in region B, which is disjunct from region A. Region B contains events
which pass the ET/E

miss
T cut, but where the electron candidate fails the HEEP ID. The

ET/E
miss
T criterion ensures that the template events contain a substantial amount of

Emiss
T . This is important because the events in the QCD template should be as similar

as possible to events from the region A. Well reconstructed dijet events with a negligible
amount of Emiss

T for example will not pass the full event selection (especially the ET/E
miss
T

cut), even if one of the two jets would pass the HEEP selection. Thus events of this kind
are not of interest for the QCD template. The ttl-ratio measurement is done with events
from region C and D. Region C and D only contain events failing the ET/E

miss
T selection

and are thus independent of region A and B. Since QCD events generally do not have
a physical source of Emiss

T but misreconstruction, region C and D will contain a large
amount of QCD events. This is needed for an accurate measurement of the ttl-ratio.

10.2. Measurement of the ttl-ratio

A definition of the ttl-ratio rttl is given in equation 10.1.

rttl =
t

l
=

t

t+ t
(10.1)

Here, t is the number of events in region C (’tight’ events), t is the number of events
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in region D (’not-tight’ events) and l is the number of ’loose’ events, which is the sum of
tight and not-tight events. The ttl-ratio can be interpreted as the probability for a loose
event to be tight and therefore as probability for an electron candidate from a QCD
multi-jet event to pass the HEEP ID. To be considered as loose, an event has to fulfill
the following criteria:

• pass preselection (see section 9.1.1)

– electron candidate has ET > 100 GeV

– electron candidate fulfills trigger requirements (see table 9.1)

– pass vertex requirements (see section 9.1.1)

– pass eventfilter (see table 9.2)

• 1.5 < ET/E
miss
T < 10

• ∆Φ(e, 6~ET) > 2.5

• Ngsf,ele with ET > 10 GeV = 1

In tight events, the electron candidate has - in addition to the loose criteria - to pass the
HEEP ID and thus to be an isolated high quality candidate. The measurement of the
ttl-ratio is done with the same dataset which is used for the analysis. The separation of
region A/B and C/B by means of the ET/E

miss
T criterion ensures that the subset of data

used for the ttl-ratio measurement and the subsets in the signal and template region
are independent. The lower ET/E

miss
T bound for region C and D is given by the upper

bound of the ET/E
miss
T selection defining region A and B. The upper bound is chosen

to be ET/E
miss
T < 10 in order to have a sufficient amount of events for the ttl-ratio

measurement, but to avoid events from the tail of the ET/E
miss
T distribution. This helps

to ensure that events from region C and D are as similar as possible to events from region
A and B. Region C and D will not only contain QCD events, but also contaminations
from other processes with real electrons and photons. The most important contamination
arises from W + Jets events, where the recoil against a jet can lead to events with a large
ET/E

miss
T value. In these events the electron will easily pass the HEEP ID which will

lead to an artificial increase of the ttl-ratio since most of the W + Jets→ eν events will
be tight. Another important contamination is due to γ + Jets. Photons passing the
preselection (and thus already misidentified as gsf electron) will have a non negligible
chance (≈ 69% see section 9.2.2) to pass the HEEP selection. The contamination from
Z/γ∗ → ee is highly suppressed by requiring the number of gsf electron candidates with
ET > 10 GeV to be exactly 1. Additional small contaminations can arise from tt̄, single
top and diboson events. The contamination by all non-QCD processes is accounted for
by direct Monte Carlo subtraction.

The results from the ttl-ratio measurement as function of ET are summarized in figure
10.2-top. Shown is the ttl-ratio before and after Monte Carlo subtraction as function
of ET in three different η bins. The ttl-ratio decreases as function of ET and becomes
constant at around ET = 200− 300 GeV. For the constant part, it is around 7% in the
barrel rising up to 25% for the outermost η regions of the ECAL endcap. For further
usage and to smoothen statistical fluctuations, the ttl-ratio is parametrized with a second
order polynomial for the low ET region and a constant for the high ET region. The form
of the parametrization has no physical motivation besides describing the ttl-ratio well.
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10. Estimation of the multi-jet contribution derived from data

To validate the ttl-ratio measurement, three cross-checks have been applied. The
first cross-check is to vary the upper ET/E

miss
T boundary used to define region C and

D between 8 and 12 and the lower bound between 1.5 and 2. Lowering (increasing)
the upper ET/E

miss
T bound will decrease (increase) the statistics available for the ttl-

ratio measurement, but also slightly (≈ 1%) decrease (increase) the contamination from
electroweak processes. The result of the ttl-ratio measurement should nevertheless be
the same. The variation of the ttl-ratio due to the ET/E

miss
T bound variation is shown

in figure 10.2-bottom as grey shaded band. The agreement is within 5% for most of
the ET regime and within 30% for the whole ET range. As a second cross-check, the
cross-sections for the subtracted Monte Carlo samples are varied. The most important
contribution arise from W + Jets and γ + Jets. Following the H→ γγ analysis [95] a
k-factor of 1.3 derived from data is applied to the γ + Jets samples. The cross-section for
this process is varied within ±30% around the corrected value. For the W→ `ν process
the cross-section is varied by 10%, which corresponds to the uncertainty assigned to the
higher order corrections for this process at high MT (see 8.2). The cross-section for the
other processes are left unchanged, since their impact is small. The resulting ttl-ratio
measurements are reparametrized and the result can be seen in figure 10.2-bottom as
dashed purple lines. In the barrel the result changes within 15% while in the endcap
the result varies within 8% (|η| < 2) and 5% (|η| > 2) respectively. The change in the
barrel is larger, due to the higher contamination from non-QCD processes. The last
cross-check is to determine the ttl-ratio using QCD Monte Carlo simulations. Despite
the fact, that the QCD simulation is far from being perfect and the number of simulated
events is insufficient, the ttl-ratio from QCD Monte Carlo can still be used as a rough
cross-check. Since the QCD Monte Carlo does not contain any contamination from other
processes, it also serves also as cross-check for the Monte Carlo subtraction. The result
is shown in figure 10.2-bottom. The ttl-ratio determined with QCD Monte Carlo shows
stronger fluctuations than the measurement. In some bins the agreement of the ttl-ratio
from data and QCD Monte Carlo it is only within 30% and in one bin only within 50%.
However, considering the large statistical uncertainties from the QCD Monte Carlo the
overall agreement is acceptable.
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10. Estimation of the multi-jet contribution derived from data

10.3. Selection of the QCD template

The QCD template consists of events from region B. Events in this region have to fulfill
the following criteria:

• pass preselection (same as in section 10.2)

• electron candidate fails HEEP ID

• 0.4 > ET/E
miss
T > 1.5

• ∆Φ(e, 6~ET) > 2.5

• NHEEP,ele with ET > 35 GeV = 0

To derive a scaling factor based on the results from 10.2, the electron candidate of the
template event has to fulfill the same criteria as the electron candidate in loose events
from region C or D. Following the definition of the ABCD plane, it is evident that region
B events have to pass the ET/E

miss
T selection and that the electron candidate has to fail

the HEEP ID. The resulting template does not have the correct normalization to serve
as a QCD estimate for region A. The normalization is achieved by weighting each event
in the template with a scaling factor ε, which is defined in equation 10.2.

ε(ET , η) =
rttl

1− rttl
(10.2)

This formula can be obtained by solving equation 10.1 for t/t̄, which is the ratio of tight-
to-not-tight events. The scaling factor depends on ET and η of the electron candidate.
The next step is to proceed with the weighted events as if the electron candidate would
have passed the HEEP ID. The selection contains a veto, if more than one HEEP electron
is found in the event. Therefore, events containing one or more HEEP electrons should
not be part of the template, even if they have an additional electron candidate fulfilling
the region B criteria mentioned above. This is ensured by the requirement, that region B
event do not contain any electron candidate passing the HEEP ID. In rare cases, events
can contain more than one candidate fulfilling the requirements of region B. A priori
each of the candidates has a certain probability to pass the HEEP ID. If more than one
candidate passes the HEEP ID at the same time the event would be rejected by the
second electron veto. Therefore, using the event once per candidate weighted with the
scale-factor from equation 10.2 will lead to an overestimation of the contribution from
this event. Using only one of the candidates scaled according to equation 10.2 will result
in an underestimation and introduce the ambiguity of choosing one of the candidates.
To resolve this, the event is used with each of the candidates but scaled with a reduced
scale-factor. This factor is given in equation 10.3, where i labels the current candidate
and j loops over the other candidates.

εmod = ε(ET,i, ηi) ·
∏
j 6=i

(1− ε(ET,j , ηj)) (10.3)

The impact of this reduced scale-factor on the total result is negligible since the fraction
of events with more than one candidate is very small (< 1%). All the scaled events
in region B pass the signal specific selection (see section 9.1.3) by definition and form
the data-driven estimate of the QCD background in the e + Emiss

T spectrum after the

52



10.4. Results

full selection. The template will contain contamination from non QCD processes. The
same procedure described here for region B events, is applied to the Monte Carlo of
contaminating processes. The resulting contamination is subtracted from the final QCD
template after scaling. Similar to the ttl-ratio measurement, the cross-sections of the
W→ `ν and γ + Jets process have been varied and the impact on the resulting template
was found to be within 10%. As an additional cross-check the template is recreated
using the ttl-ratio without the parametrization. For MT values smaller than 500 GeV,
the change of the template is within 3%. For larger MT the differences are larger but still
within 10% for most of the MT region. The larger difference for higher MT is expected,
since the fluctuations of the ttl-ratio around the parametrization is larger for high ET

than for small ET.

10.4. Results

The resulting QCD contribution to the signal region is shown in figure 10.3. The data-
driven method provides a description of the QCD background up to high MT. The
fraction of QCD events compared to the total Standard Model prediction at low MT

(MT ≈ 220 GeV) is around 5% (see figure 13.2), which is compatible with the data-
driven estimate obtained with a different method in a previous search of the same kind
[62].
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Figure 10.3. Data-driven estimation of the QCD background after full selection. Also shown
is the QCD template before the subtraction of the contamination from non-QCD processes
as well as the QCD contribution predicted from Monte Carlo .

In order to assign a total systematic uncertainty to the data-driven estimate, the
various cross-checks are used. The variation of the cross-section for ttl-ratio and tem-
plate is fully correlated, while the ET/E

miss
T variation and the uncertainty due to the

parametrization are assumed to be uncorrelated. A total uncertainty of 40% is applied
as a conservative estimate. Based on the cross-checks, this is the level to which the QCD
estimate is understood.
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11 Parametrization of the e + Emiss
T spec-

trum

The predicted contribution of Standard Model processes to the e + Emiss
T spectrum is

shown in figure 11.1-top. It is a steeply falling curve as function of MT. Even though a
lot of effort was made to provide a sufficient amount of generated events, some statistical
fluctuations still occur. Especially for very high MT (> 3 TeV) the number of simulated
events is low and the statistical fluctuations get more and more prominent. In order
to obtain a smooth description of the Standard Model prediction over the whole MT

range of interest, the spectrum is parametrized with a function. A good description of
the Standard Model contribution is essential for a comparison with the measured data
using statistical methods (see chapter 15-18 for details). The chosen function is given in
equation 11.1.

f(x) = ea+b·x+c·x2 · xd (11.1)

The non-parametrized prediction of the Standard Model contribution to the e + Emiss
T

spectrum will be called Monte Carlo prediction here, even if the description of multi-jet
processes is based on a data-driven approach. Due to the ET cut at 100 GeV the MT

spectrum flattens for MT values around 200 GeV. The function given in equation 11.1
does not describe this behavior. Therefore, the beginning of the MT spectrum is fitted
with a Landau function which is found to describe the beginning of the spectrum well.
The transition from the Landau function to the function f is done at the point where
the difference between the functions is minimal. The point of minimal difference is at
293 GeV. In this region both functions describe the MT spectrum well. Figure 11.2-left
shows the beginning of the spectrum with the two functions. Figure 11.2-right shows
the ratio plot for the combined function in this region. The transition from the first to
the second function is smooth and does not produce a kink in the parametrization. The
choice of the functions has no additional motivation besides providing a good description
of the spectrum.

The combined result for the MT range from 220 GeV to 4000 GeV can be seen in
figure 11.1-top. Figure 11.1-mid shows the difference between the Monte Carlo and
the fit divided by the value from the fit as a function of MT. In figure 11.1-bottom a
cumulative distribution is shown for fit and Monte Carlo. In this distribution the number
of events integrated from a lower MT threshold to up to 4000 GeV is plotted against
the MT threshold. With the exception of the region between 3000 GeV and 4000 GeV
which is summarized in one bin, the binning for the ratio and the cumulative plot is the
same as for the main plot showing the fit and the Monte Carlo. All three distributions
indicate a very good agreement between the Monte Carlo and the fit. The resulting
parameters from the fit are summarized in table 11.1.
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11. Parametrization of the e + Emiss
T spectrum
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Figure 11.1. Top: Prediction of the Standard Model contribution to the e + Emiss
T spec-

trum. Also shown is the combined parametrization of the Monte Carlo. Middle: Ratio of
the difference between Monte Carlo and parametrization to the parametrization. Bottom:
Cumulative distribution of Monte Carlo and parametrization, showing the number of events
integrated from the lower MT threshold given on the x-axis up to 4000 GeV.
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Figure 11.2. Left: Standard Model prediction for low MT together with the fit of the Landau
function and the function f to the Monte Carlo. The blue line marks the point of minimal
difference, at which the transition from the Landau function to the function f is made. Right:
Ratio of the difference between the Monte Carlo and the combined fit to the combined fit.

Table 11.1. Resulting parameters from the fit to the Monte Carlo for both functions. Also
given is the χ2/NDoF of the fits.

f Landau

Parameter Value Parameter Value

a 34.44 constant 3.83e+04
b -8.84e-04 mpv 2.15e+02
c -3.21e-07 sigma 20.77
d -4.66

χ2/NDoF 1.30 χ2/NDoF 0.68
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12 Systematic uncertainties

Systematic uncertainties on the Standard Model contribution to the e + Emiss
T spectrum

arise from various sources. One part of these uncertainties is related to the theoretical in-
put needed for the event generation. This includes uncertainties on PDFs, cross sections
and higher order corrections. The other uncertainties originate from the experimental
side. The precise knowledge of the calibration and performance of the detector is cru-
cial for the simulation of collision events. For example, uncertainties on the luminosity
measurement, the knowledge of the electron energy scale or reconstruction and selection
efficiencies do have a direct impact on the prediction of the Standard Model contribution
to the e + Emiss

T spectrum. In the following, the sources of systematic uncertainties con-
sidered for this analysis are listed and explained. With the exception of the luminosity
(see below for explanation), each systematic uncertainty can change the normalization
as well as the shape of the MT distribution. These uncertainties will be called shape
uncertainties. For each shape uncertainty listed below, the quantity in question is var-
ied according to its uncertainty and the MT spectrum is reevaluated. The shifted MT

distributions will be fitted as explained in chapter 11 and compared to the unshifted fit.

Luminosity

The luminosity is measured with the pixel cluster counting method (see [96] for details).
It is an essential ingredient for the calculation of the normalization of the Monte Carlo
simulations. A larger (smaller) luminosity would lead to a constant upward (downward)
shift of the Standard Model expectation but will not change the shape of the MT distri-
bution. The official uncertainty on the luminosity measurement with the pixel cluster
counting method is 2.6% [96].

Electron energy measurement

For the electron energy measurement, two different sources of uncertainty are considered.
These two sources are the electron energy resolution and the electron energy scale. The
difference between the two can be explained with the following example. Consider a set
of electrons with an energy of exactly 100 GeV. Each of the electrons is measured with
the CMS detector. In general, the measured energy for the individual measurements will
not be exactly 100 GeV but spread around 100. This spread is the result of the limited
energy resolution of the measurement. The energy scale refers to the overall calibration
of the energy measurement. In the example, an offset of +1 GeV on the energy scale
would lead to the electron energy measurements spreading around 101 GeV as central
value instead of 100 GeV. From fits to the Z peak in data and Monte Carlo, the electron
energy resolution can be extracted. The resolution is found to be slightly worse in data
compared to the resolution in Monte Carlo. The effect of this difference on the e + Emiss

T

spectrum can be quantified by adding an additional smearing to the electron energy
resolution in the Monte Carlo. Based on [97], a value of 1.3% (2.8%) is used for barrel
(endcap) electrons. The official uncertainty on the electron energy scale is 0.6% (1.5%)
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12. Systematic uncertainties

in the barrel (endcaps) [98]. This is consistent with the shift of the energy scale obtained
from fits to the Z peak in data and Monte Carlo [97].

Emiss
T

As explained in section 6.2, Emiss
T is a composite object. Therefore, it is not trivial

to assign an uncertainty to the Emiss
T measurement. The official CMS recommendation

is to decompose the Emiss
T into its components (jets, unclustered energy, τ , e and γ,

µ), shift each component by its uncertainty and recalculate the Emiss
T with the shifted

components [99]. This is done using the Emiss
T uncertainty tool provided by the JetMET

POG [100]. The shift of the Emiss
T due to the electron energy scale is fully correlated

with the uncertainty on the electron energy measurement due to the energy scale and
has to be treated simultaneously. The same applies to the electron energy resolution.

Pileup reweighting

The uncertainty due to the pileup reweighting is incorporated following [101]. The
method used to determine the number of collision events per bunch crossing needs the
total inelastic proton proton cross-section as input (see section 8.2.2 for details). The
cross section used for the reweighting is 69.4 mb, which is the extrapolation of the 7 TeV
measurement to 8 TeV. Z→ µµ studies performed in 2012 show a better data - Monte
Carlo agreement for the number of reconstructed vertices, if a cross section of 73.5 mb is
used. The pileup reweighting is redone using the cross section from the Z→ µµ studies
and the difference to the original MT distribution is used as systematic uncertainty on
the pileup reweighting.

QCD data-driven

As explained in section 10.3, a total uncertainty of 40% is assumed on the data-driven
estimation of the multijet background.

Data-mc scale factor

The uncertainty on the scale factor presented in section 9.2.1 is 0.023 (0.042) in the
barrel (endcap).

PDF

PDFs are an important ingredient for the Monte Carlo production. They have to be
extracted from a large set of deep inelastic scattering data measured by various experi-
ments. A PDF is obtained by performing a global fit to the data mentioned before and
can then be extrapolated to the kinematic regions which are of interest at the LHC.
There are multiple collaborations providing PDFs. The details of the method used to
obtain the PDF differs between each group. Therefore, the PDFs are not identical but
will disagree to some extent. The collaborations do not only provide a single PDF but
PDF sets. A PDF set is made of a large number of different PDFs. Each set provides a
central member representing the best fit to the data. The other members are obtained
from variations of the fitted parameters and can be used to quantify the uncertainty on
the central member due to uncertainties on the fit. Beside the fit uncertainties, addi-
tional uncertainties arise from external parameters of the PDF. These parameters are
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fixed and not determined by the fit. For the PDF sets which are utilized here (see be-
low), the most important one is the strong coupling constant αs. To study impact of αs

uncertainties, the PDF sets are provided for different values of αs.
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Figure 12.1. Left: Combined PDF+αs uncertainties derived with three different PDF sets
(CT10, MSTW2008, NNPDF 2.3) following the PDF4LHC recipe as a function of MT. The curves
are normalized to the central value M. The dashed lines represent the mean values of the
three PDF sets. Right: Percentual width of the envelope from the three PDF sets in left
figure as a function of MT.

In [102] two different methods are proposed to evaluate uncertainties due to PDFs.
The first approach is to regenerate Monte Carlo samples for each PDF member and
investigate the changes in the observable of interest for the different members using the
additional Monte Carlo samples. Due to the large number of different PDF sets and the
even larger number of members per PDF set this approach is not very practical. The
idea of the second method is to apply a reweighting procedure to the existing Monte
Carlo samples which were produced with one specific PDF. This allows to study the
impact of PDF uncertainties on the observable of interest without having to produce
additional Monte Carlo samples. For each event and each member of the PDF set under
study, a weight is calculated based on the truth information about the x and Q2 of the
event. In the case of NNPDF, a small fraction of these weights will be negative. For high
MT, where the Monte Carlo statistics is low, this can lead to unphysical fluctuations in
the reweighting procedure. Therefore, negative weights are set to zero. The weight is
calculated according to equation 12.1, where n labels the events, S0 labels the original
PDF and Si labels the new PDF.

W i
n =

f(x1, Q
2;Si)f(x2, Q

2;Si)

f(x1, Q2;S0)f(x2, Q2;S0)
(12.1)

The implementation of the PDF+αs uncertainty calculation is done according to the
PDF4LHC [103, 104] recipe. To access the different PDF sets, the LHAPDF [105] interface is
used. The PDF sets considered for the uncertainty calculation are CT10 [77], MSTW2008
[16, 106] and NNPDF 2.3 [107]. The PDF4LHC recipe gives appropriate prescriptions to
calculate the combined PDF+αs uncertainties for each of the three PDF sets. These
prescriptions are applied here (for formulas see [103, 104]). As total uncertainty the
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12. Systematic uncertainties

envelope of the uncertainties around the central value is used. The central value M
is calculated with help of the formulas given in equation 12.2, where i labels the three
different PDF sets (CT10, MSTW2008, NNPDF 2.3) and Oi

0 labels the observable of interest
evaluated with the central PDF member of PDF set i. The percentual width of the
envelope is called δ.

U = max
i
{Oi0 + σ(i)(αs + PDF,+)} L = max

i
{Oi0 − σ(i)(αs + PDF,−)}

M =
U + L

2
δ =

U −M
M

(12.2)

In figure 12.1-left the resulting uncertainties for the three PDF sets are shown as a
function of MT normalized to the central value M. The resulting δ of the envelope is
shown in figure 12.1-right. The total PDF+αs uncertainty rises with MT and is mostly
dominated by CT10.

k-factor

As explained in section 8.2, the difference between the two combination methods of the
EW and QCD corrections is used as uncertainty.
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Figure 12.2. Relative systematic uncertainty on the e + Emiss
T spectrum as function of MT.

The total uncertainty is shown together with the individual contributions.

The impact of the systematic uncertainties on the e + Emiss
T spectrum is summarized

in figure 12.2. Shown there is the resulting total relative systematic uncertainty as well
as the contribution from the individual sources as function of MT. The total uncer-
tainty is around 6-10% for the low MT region with MT < 1.2 TeV. It increases as a
function of MT and amounts to 28% at 3 TeV. The total uncertainty is dominated by
theoretical uncertainties. Especially for high MT the PDF+αs uncertainty is by far the
most important uncertainty with a value close to ≈ 25% at 3 TeV. The most important
experimental uncertainty is due to the electron scale. At 3 TeV it is around 6%. For
the low MT region around 300 GeV, the contribution from PDF+αs is comparable to
the contribution from electron scale and scale factor uncertainty. Each of the three has
a relative uncertainty of around 3-4%.
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13 Final MT distribution

In this chapter, the final analysis results are shown. First, the results of a Monte Carlo
study of the MT resolution are given, which are used to choose the binning for the MT

spectrum. Then, the final MT spectrum is presented and a first comparison of data and
Standard Model prediction is done.

13.1. MT resolution

The binning of the e + Emiss
T spectrum has to be chosen consistent to the MT resolution.

A binning with bin-widths much smaller than the resolution could lead to unphysical
structures in the MT spectrum and should be avoided. In general, the MT resolution
will not be constant but a function of MT and will depend on the electron energy and
the Emiss

T resolution. Since Emiss
T is a composite object, the resolution can depend on the

actual composition of the event. For this analysis, the by far most important Standard
Model contribution arises from the W→ eν process. In these events, the Emiss

T resolution
will be dominated by the electron energy resolution, especially for high MT. To choose
the binning for this analysis, a study was performed using W→ eν Monte Carlo samples.
The result can be found in figure 13.1 and shows the MT resolution as a function of MT.
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Figure 13.1. MT resolution as function of MT determined with W→ eν Monte Carlo.

The difference between reconstructed MT and truth MT normalized to the recon-
structed MT is determined for each event. Here, the MT range is divided into bins as
shown in figure 13.1. In each bin the RMS of the normalized difference between re-
constructed and truth MT is calculated which corresponds to the MT resolution σres in
that bin. In addition to the resolution in each bin, a parametrization of the MT resolu-
tion is shown in figure 13.1, which is used to determine the bin-widths for the e + Emiss

T

spectrum. Since the MT resolution is not flat in MT, a variable binning is used.
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13. Final MT distribution

13.2. Results

In figure 13.2-left, the MT distribution from 20 fb−1 of CMS collision data after the
full analysis is shown together with the predicted contribution from Standard Model
processes. The data is shown as black points while the Standard Model prediction is
shown as stack divided into the individual contributions from W→ `ν, multi-jet, top, γ
+ jets, Drell-Yan and Diboson processes. The systematic uncertainty on the Standard
Model prediction is shown as grey shaded band. Figure 13.2-right shows a cumulative
distribution for data and Monte Carlo, where the number of events integrated from a
lower MT bound up to 4000 GeV is shown as a function of the lower MT bound. In both
plots, no significant deviation of the data from the Standard Model prediction is visible.
The data event with the highest MT has a MT of 2.31 TeV.
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Model processes.
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13.2. Results

Figure 13.3 shows the difference between data and Standard Model prediction nor-
malized to the Standard Model prediction as a function of MT. With the binning used
in figure 13.2, the expected number of events per bin is very small for high MT. Most of
the bins with MT larger than 1 TeV do not have any contribution from data. The few
bins containing an event from data would lead to a very large value in this ratio plot.
In order to keep all points of the ratio plots visible, the y-axis range would have to be
very large. This would spoil the utility of the ratio plot for low MT, where the ratio is
expected to be close to 0. Therefore, starting from the binning used in figure 13.2, bins
of the ratio plot are merged until the Standard Model prediction for each bin is at least
20 events. Coupled with the logarithmic x-axis, figure 13.3 allows a closer look at the
data - Standard Model agreement. Up to MT values of 390 GeV, the agreement between
data and Standard Model prediction is very good and the relative deviations close to
0. Between 390 GeV and 630 GeV, some deviations occur which are not included in
the 1σ band of the systematic uncertainties anymore. With the exception of two bins,
the agreement beyond 630 GeV is again very good. If the data follows the Standard
Model prediction, the expected value of the ratio shown in figure 13.3 is 0 for each bin.
This expected value can be used to perform a χ2 test with the 28 bins of the ratio plot.
Taking only the systematic uncertainties into account, a χ2/NDoF of 2.3 is achieved.
Allowing the total normalization of the Standard Model prediction to float by 2.6%,
which corresponds to the systematic uncertainty of the luminosity measurement and is
well within the total normalization uncertainty (see chapter 12), a χ2/NDoF of 1.3 is ob-
tained. Overall, the measured data agrees very well with the Standard Model prediction.

In table 13.1 the number of events integrated from a lower MT threshold up to 4000
GeV for data and Standard Model prediction is shown for 6 different thresholds between
500 GeV and 2500 GeV. For MT thresholds up to 1 TeV the data and Standard Model
prediction agree well within the total uncertainty of the Standard Model prediction. Be-
yond 1.5 TeV one data event is found while the integrated Standard Model prediction
is around 2 events. The difference between data and Standard Model prediction is not
covered by the uncertainty given in table 13.1. Choosing a lower MT threshold of 2.3 TeV
just before the remaining data event, leads to a Standard Model expectation of 0.056
events. Again, the difference to the number of measured data events is not covered by
the uncertainty given in table 13.1. At first sight, this looks like a significant deviation of
Standard Model and data. But so far two additional aspects have not been considered.
The first one is that data events only occur in discrete numbers. When measuring pp
collisions, there is no such thing as half an event. The other aspect is that for MT larger
than 1.5 TeV the expected number of events per bin is very small (especially smaller
than 1). For the high MT region, the fact that the data is only a limited sample of the
physics realized in nature becomes evident. Collecting another 20 fb−1 of pp collision
data at 8 TeV under the same conditions as 2012 would lead to a result, which would
most probably look very similar for low MT, while for high MT the position of the few
data events over the large amount of bins might look completely different. As said be-
fore the expected integrated number of events for a lower MT threshold of 1.5 TeV is
around 2 with an uncertainty of approximately 0.26. Assuming a Poisson distribution
with a mean value of 2, the probability to observe exactly 2 events is 0.27 which is
equal to the probability to observe exactly 1 event. Therefore, the deviation of data
and Standard Model prediction is not significant, even if the difference is not covered
by the uncertainty of the Standard Model prediction. The same reasoning applies for
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13. Final MT distribution

Table 13.1. Number of events integrated from a lower MT threshold up to 4 TeV for data
and Standard Model prediction. Also shown is the total uncertainty on the Standard Model
prediction

Mmin
T (GeV) 500 1000 1500 2000 2300 2500

Data 880 24 1 1 1 0

SM prediction 814 26.0 2.02 0.207 0.056 0.0232
Uncertainty ±62 ±2.6 ±0.26 ±0.038 ±0.012 ±0.0059

the threshold at 2.3 TeV. The probability to observe 1 or even more events when 0.056
events are expected (p-value) is around 0.054 which corresponds to a significance of 1.6 σ.

A detailed analysis of the measured data in the context of different BSM physics
models is performed in chapter 15-18.
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14 Signals

In this chapter, the analysis of the different BSM physics models under investigation are
presented. An introduction into the theory was already given in chapter 3. Therefore,
this chapter focusses on the signal properties as well as the simulation and the analy-
sis of the signal samples. For all models presented here, the general signal properties
explained in chapter 7 do apply. The first BSM model which will be discussed, is the
SSM W′ model without interference with the Standard Model W, followed by W′ models
with interference effects (SSMS and SSMO). Then, the analysis of HNC CI signals is
explained. The results from this analysis are interpreted in the context of various other
models. This includes models with extra dimensions (split Universal Extra Dimensions
model and TeV-1 model) as well as an effective field theory dark matter model with
different coupling and interference scenarios. Information about the models and results
can be found in [1]. A detailed description of the dark matter analysis can be found in
[65].

14.1. SSM W′

νe

eq
W

q

Figure 14.1. Feynman graph
of the production and subsequent
decay of a W′.

In section 3.1, different theoretical models have been in-
troduced which predict the existence of a heavy charged
boson called W′. In order to cover a large set of dif-
ferent theories, it is useful not to rely on the details
of specific models but to summarize the common prop-
erties in a generalized model, which can be used as a
benchmark model. In this thesis the SSM model is used
as W′ model. It includes W′ scenarios without interfer-
ence of Standard Model W and W′ as well as scenarios
with constructive and destructive interference. In fig-
ure 14.1, the Feynman graph of the leading order production process at the LHC is
shown. The event signature of W′ events was already presented in chapter 7. In the
following, the simulation of signal samples, the shape of the signal in the MT spectrum,
the signal selection efficiencies and the differences between the three W′ scenarios are
presented.

14.1.1. Scenario without interference

The W′ has a similar experimental signature as the Standard Model W-boson, but at
much higher masses. In the invariant mass spectrum of the electron neutrino system, a
W′ would produce a Breit-Wigner peak around the W′ mass. As said before, the invariant
mass is not accessible from the experimental side of view and the transverse mass (see
equation 7.1) is used instead. Projecting the signal shape to the transverse plane leads to
a Jacobian peak. The signal contribution increases with MT up to MT = mW′ . Beyond
MT = mW′ a sharp decrease of the signal contribution occurs. In figure 14.2, the signal
shape is shown for four different W′ masses.
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Figure 14.2. Left: MT distribution of four different SSM W′ samples on generator level.
The samples are drawn in front of each other. Right: MT distribution of four different SSM
W′ samples after full selection. The samples are drawn in front of each other. Also shown
is the expected SM background.

For low mW′ the Jacobian peak structure is clearly visible. The width of the peak
increases with mW′ , due to the linear dependence of the W′ decay width on mW′ (see
equation 3.3). For high mW′ an additional effect is visible. The fraction of W′ bosons
produced off-shell with a lower mass than mW′ increases with mW′ . This leads to an
increase of the signal contribution at lower MT. The reason for this increase is the limited
center of mass energy of the LHC. For very high mW′ , it is less probable to produce an
on-shell W′, since only the extreme tails of the PDFs contribute. An extensive study of
the SSM W′ signal shape on generator level can be found in [62].

The simulation of the SSM W′ signal samples is done with Pythia in LO. In total 27
samples have been produced with masses between mW′ = 300 GeV and mW′ = 4000 GeV.
For each mass point, 20000 events have been produced. All samples are from the official
CMS Monte Carlo production and produced in the production campaign Summer12. The
cross-section is corrected to NNLO using k-factors ranging from 1.14 to 1.36 (see [108]
for details). A summary of all samples with corresponding W′ mass, cross-section and
k-factor can be found in table A.2. In figure 14.3-left the LO and NNLO cross-section
is shown as a function of the W′ mass. The NNLO cross-section is around 113.5 pb for
a W′ mass of 300 GeV and decreases down to 0.25 fb for mW′ = 4000 GeV. The cross-
section uncertainty due to PDF uncertainties is calculated using a similar reweighting
procedure explained chapter 12. In figure 14.3, the uncertainties for the 3 PDF sets
CT10, MSTW2008 and NNPDF 2.3 are shown for each of the produced W′ mass points.
As total uncertainty the envelope is taken. For a W′ mass of 300 GeV, the resulting
uncertainty is around 2.2% rising up to 9.5% for a W′ mass of 2600 GeV and decreasing
again to 3.6% for a W′ mass of 4000 GeV. The decrease of the uncertainty for higher
W′ masses is due to the increasing part of off-shell production at lower MT, where the
PDFs are known with a higher precision.

In figure 14.2-right, the reconstructed MT spectra after the full event selection de-
scribed in chapter 9 can be seen for four different W′ masses. The MT spectra are shown
starting at MT = 220 GeV together with the predicted Standard Model background.
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14.1. SSM W′

Q2CTeV/cW’m

0.5 1 1.5 2 2.5 3 3.5 4

Qo
Cp

bQ
νl

→
→

B
Cp

p
×

σ

-410

-310

-210

-110

1

10

210

FEWZocalculation

NNLOoCMSTW2008Q

LOo CCTEQ6L1Q

FEWZocalculation

 (GeV)W'm
500 1000 1500 2000 2500 3000 3500 4000

P
D

F
 u

nc
er

ta
in

ty

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

CT10

MSTW

NNPDF

CMS Private Work

Figure 14.3. Left: SSM W′ LO and NNLO cross-section as a function of mW′ . Figure from
[108]. Right: Cross-section uncertainties resulting from PDF uncertainties. The uncertain-
ties were derived using three different PDF sets (CT10, MSTW2008 and NNPDF 2.3).

The reconstructed shape differs very little from the reconstructed ones. The peak struc-
ture and the increasing fraction of off-shell production with rising mW′ remains clearly
visible. Due to limited detector acceptance as well as reconstruction and selection effi-
ciencies smaller than 1, the amount of reconstructed signal events is obviously smaller
than on generator level.

The overall acceptance times selection efficiency is around 70% for mW′ between
1 TeV and 2.5 TeV, decreasing down to 50% for mW′ = 4 TeV and down to 40% for
mW′ = 0.3 TeV. In figure 14.4, the acceptance times efficiency is shown divided in geo-
metrical acceptance, preselection, HEEP ID and kinematic selection.

The geometrical acceptance is around 90%. The largest efficiency loss occurs during
the preselection which contains the electron energy cut of 100 GeV. This cut is the main
reason for the decrease of efficiency, since for small mW′ a larger part of the signal is
below that threshold and for high mW′ the increasing fraction of off-shell production
leads to a larger amount of event which do not pass the ET cut.

14.1.2. Scenarios with interference

When interference effects between the Standard Model W and a potential SSM W′

are taken into account, the signal shape changes. As explained in section 3.1, there is
an interference between W and W′, if the latter one couples to left-handed fermions.
The interference can be constructive or destructive depending on the sign of the W′

coupling to quarks and leptons. If the coupling of the W′ to leptons and quarks have
the same sign, destructive interference in the mass region between mW and mW′ occurs.
This scenario is called SSMS. In the other scenario called SSMO, the couplings have
opposite signs leading to constructive interference in the mass region mentioned before.
For masses larger than mW′ the effect of the interference changes in both scenarios.
The interference in the SSMO (SSMS) scenario is then destructive (constructive). An
example of the different shapes is shown in figure 14.5.
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Figure 14.4. Overall acceptance times efficiency as a function of the SSM W′ mass (red
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Figure 14.5. Left: Differential cross-section of W + W′ for three different SSM W′ scenarios
with constructive (red curve), destructive (green curve) and no interference (blue curve) as
function of the invariant mass Minv. Also shown is the distribution of the Standard Model
W without W′ contribution (purple curve). The distributions are drawn in front of each
other. This figure was made based on LHE files provided by Mark Olschewski. Right: MT

distribution of W + SSMO W′, W + SSM W′, W + SSMS W′ and W only. The same color
code as for the left figure is used. Again the distributions are drawn in front of each other.
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14.2. HNC CI

In figure 14.5-left, the invariant mass distributions of the Standard Model W, W +
SSM W′, W + SSMO W′ and W + SSMS W′ are shown. At the W′ mass peak, the
W + W′ event yield is equal in all three scenarios. For invariant masses smaller than
mW′ the effect of the W - W′ interference becomes clearly visible. In the SSMO case,
the constructive interference of W and W′ leads to an enhancement of the W + W′

production in the region between mW and mW′ (red curve). The resulting event yield is
therefore higher than the sum of W and SSM W′ (blue curve). In the case of destructive
interference (green curve), the expected number of W + W′ events is even lower than
the expected events from the Standard Model W (purple curve). Here, the presence of
the signal leads to a decrease of the expected events compared to the Standard Model
prediction. The same behavior can be seen in the MT spectrum, even though the effect
is less significant after the projection onto the transverse plane.

The simulation of the signal samples was done with MADGRAPH. Due to the interference,
the W′ has to be simulated together with the Standard Model W. For each mass point,
the simulation is divided into three subsamples divided by the pT of the electron. Each
subsample contains 100000 events. In total 18 mass points with W′ masses between
300 GeV and 4000 GeV have been produced for each of the two scenarios. The coupling
strength of the W′ to fermions is chosen to be identical to the one of the Standard Model
W. A summary of all produced mass points with the corresponding cross-sections can
be found in table A.3.

14.2. HNC CI

νe
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q

Figure 14.6. Feynman graph of
the HNC CI model.

In section 3.2, the HNC CI model was presented. It
predicts the existence of a contact interaction leading
to a process shown in figure 14.6. The theory has one
adjustable parameter called Λ (see section 3.2 for de-
tails). The simulation of the HNC CI signal was done
with PYTHIA in LO. Due to technical details of the im-
plementation in PYTHIA, the simulation has to be done
together with the Standard Model W, although no in-
terference between the W and the CI occurs. Thus the
W has to be subtracted from the combined sample to
obtain the ’pure’ signal.

A previous study [29] has shown, that the shape of the CI signal does not change with
Λ but simply scales up and down with Λ−4. Therefore, the use of a single signal sample
is sufficient. The sample which is used for this analysis was produced for Λ = 3 TeV
using a generator cut of p̂T > 300 GeV. On top of that, a W sample was produced
with the same generator settings, which is used to subtract the W contribution of the
combined sample. Additional information about the produced samples is summarized
in table A.4. In figure 14.7-left, the combined CI + W distribution is shown for different
values of Λ. The signal after subtraction of the W can be seen in figure 14.7-right. All
distributions in figure 14.7 are based on the one produced sample. The CI part was
scaled according to equation 3.8. As can be seen, the HNC CI leads to a non-resonant
excess in the MT distribution decreasing as function of MT. The LO CI cross-section at
Λ = 3 TeV is about 0.55 pb. From a similar study as performed for the SSM W′, the
PDF uncertainty on the cross-section is determined to be around 5.8%. The acceptance
times efficiency is around 80% after the full selection.
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Part IV.

Statistical analysis





15 Introduction

After an introduction into the theoretical and experimental background, the analysis
and its result were presented. The remaining challenge is to interpret the analysis
results in terms of a search for new physics using several different signal models. This
implies to quantify and compare the agreement of the measurement with the Standard
Model hypothesis (H0; assuming the absence of new physics) and a signal hypothesis
(H1; assuming the presence of a signal according to the BSM physics model under
investigation). Based on this result, the decision if one of the hypotheses can be rejected
is taken.

In principle, two different approaches are possible. The ’optimistic’ approach is the
significance estimation, which tries to quantify the compatibility (or incompatibility)
of the measurement with H0. If the incompatibility of H0 and the measurement is
significant enough (5 σ), the measurement is assumed to indicate the presence of some
alternative hypothesis and the H0 hypothesis is rejected. The ’pessimistic approach’
starts with H1 and tries to exclude it. Here, this consists mainly in deriving an interval
in which the parameter of interest (e.g. the signal cross-section) can be excluded at a
certain confidence level, given the observed data. Since the simple ’goodness of fit’ test
performed in chapter 13 indicates a fair agreement between observation and Standard
Model, this chapter will focus on limit setting. Nevertheless, a significant excess of the
data from the Standard Model should manifest itself in a loss of exclusion power in the
region of the excess compared to the expected exclusion limit assuming H0.

Another decision which has to be made is whether to use Bayesian or frequentist
statistics. Both approaches provide a framework for limit setting. With the exception
of the SSM W′ model with interference, where both approaches are used, the Bayesian
approach is chosen.

All limit calculations for this analysis are calculated with the ’Higgs combine tool’
[109] provided by the CMS Higgs Physics Analysis Group. It is a software package
based on RooStats [110] and provides a large set of different functions including Bayesian
and frequentist limit setting, significance estimation and ’goodness of fit’ tests. In the
following, a short introduction into frequentist and Bayesian statistics is given. The
content of this chapter is mainly taken from [7, 111].

15.1. Frequentist approach

In the frequentist approach the probability P(A) is defined as the relative frequency of A
in the limit of infinite repetitions of an experiment in which A is a possible outcome. A
common task involving statistical methods is the parameter estimation. Let x be a vector
of data, f(xi,θ) the probability density function (pdf) describing each measurement xi

and θ an unknown parameter of f which is to be estimated based on the data. Following
the method of maximum likelihood an estimator θ̂ can be found by maximising the
likelihood function given in equation 15.1 with respect to θ.
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15. Introduction

L(x|θ) =
N∏
i=1

f(xi, θ) (15.1)

If the underlying model f(x,θ) is not known, the frequentist hypothesis testing can be
used to test one hypothesis for f(x,θ) against another one. The first part of formulating
a hypothesis test consists in defining a test statistic. Based on the result of the test
statistic using the observed data, a decision whether to reject a hypothesis or not is
taken. The second part of constructing a hypothesis test is to define a region of test
statistic results for which the hypothesis H1 is to be rejected. This ’rejection region’ is
chosen in a way that the probability to reject H1 if H1 is true, is less than or equal to
the significance level α of the test. In this context the type-I and type-II error can be
defined. A type-I error is to reject H1 if it is true. As said before this occurs with the
probability smaller or equal to α. A type-II error is defined as not rejecting H1 if an
alternative hypothesis H0 is true.

The Neyman-Pearson lemma (see [7] for details) states, that for simple hypotheses
(without any undetermined parameter) the use of the likelihood ratio (see equation
15.2) as test statistic minimizes the type-II error rate at a given significance level α.

λ(x) =
L(x|H1)

L(x|H0)
(15.2)

H0 is rejected if λ(x) is smaller than a constant value depending on α. Because of
technical reasons, −2ln(λ(x)) is usually chosen instead of λ(x). In this analysis, the CLs
method [112] is used, which is named after its test statistic and based on the likelihood
ratio. From its first use at LEP to the use at TeVatron and LHC, the CLs method has
evolved and exists now in different versions. A comparison of its different forms can be
found in [113]. The explanations given here will be restricted to the version which is
used for this analysis. The CLs test statistic can be written with the help of p-values.
A p-value tries to quantify the ’degree of surprise’ of an observation with respect to
a hypothesis H. This is done with help of a test statistic. A p-value is defined as the
probability to observe an equally or more extreme value of the test statistic (assuming H
is true) than obtained from data. Small p-values indicate that the observation is unlikely
assuming that H is true. The definition of CLs is given in equation 15.3, where pµ (p0)
is the p-value of the signal (background) hypothesis H1 (H0).

CLs =
pµ

1− p0
(15.3)

Here, the denominator serves as penalty factor to avoid the exclusion of a signal if
the analysis is not sensitive to it and the p-values are calculated based on the likelihood
ratio as test statistic. The pdfs in the likelihoods will depend on parameters which
are known within some uncertainty (e.g the integrated luminosity) and which will be
called nuisance parameters ν. To incorporate systematic uncertainties on the nuisance
parameters, each likelihood is extended by multiplying it with prior functions (see next
section) for the nuisance parameters. This corresponds to the Bayesian treatment of
systematic uncertainties. Thus, the CLs method applied here is not a purely frequentist
approach but a ’frequentist-Bayesian hybrid’ method. Each likelihood is maximised
with respect to its nuisance parameters (ν̂µ,ν̂0). The resulting likelihood ratio is shown
in equation 15.4.
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15.2. Bayesian approach

qµ = −2 ln(Q) = −2 ln

(
L(x|µ, ν̂µ)

L(x|µ = 0, ν̂0)

)
(15.4)

Here, µ is the parameter of interest characterizing the signal strength (µ = 0 is the
Standard Model hypothesis). The signal hypothesis is excluded at 95% CL for all values
of µ where CLs < 0.05.

15.2. Bayesian approach

The definition of probability in the Bayesian approach differs from the frequentist one.
The probability P(A) is seen as the degree of belief that A is true and thus has a
subjective element. Let x be a vector of data and θ the parameter of a model describing
the data which is to be determined. In the Bayesian approach it is possible to formulate
a ’posterior pdf’ p(θ|x) for theta given the data x. Following Bayes theorem (see [7] for
details) p(θ|x) can be calculated according to equation 15.5.

p(θ|x) =
L(x|θ)π(θ)∫
dθ′L(x|θ′)π(θ′)

(15.5)

Here L(x|θ) is the likelihood function and π(θ) is the ’prior pdf’ for θ. In π(θ) the
knowledge about θ before the incorporation of the data is summarized. For the for-
mulation of the prior, no fundamental procedure exists. It can be driven by previous
measurements or theoretical arguments. In many cases, the parameter of interest of
a search for new physics is the signal cross-section. If no a priori information about
the cross-section is available, this can be expressed in the prior by choosing a uniform
distribution truncated at 0. This way, all positive values for the signal cross-section are
assumed to be equally likely. The Bayesian approach provides a natural mechanism to
treat systematic uncertainties. If the model mentioned above also depends on a set of
parameters ν, the posterior pdf, the prior pdf and the likelihood will depend on ν as
shown in equation 15.6.

p(θ, ν|x) =
L(x|θ, ν)π(θ, ν)∫

dθ′dν ′L(x|θ′, ν ′)π(θ′, ν ′)
(15.6)

The parameters ν are the nuisance parameters and are assumed to be known within
a given uncertainty. To obtain the posterior pdf as function of θ, an integration over all
possible values for the nuisance parameters can be done. Assuming that the joint pdf
π(θ, ν) factorizes, p(θ|x) can be written as given in equation 15.7.

p(θ|x) =

∫
dν ′L(x|θ, ν′)π(θ)π(ν ′)∫

dθ′dν ′L(x|θ′, ν ′)π(θ′)π(ν ′)
(15.7)

Since the nuisance parameters are known within an uncertainty, this knowledge is in-
corporated in the prior. For a parameter νi with an uncertainty σνi a Gaussian function
centered at νi with σνi as standard deviation can be used. If νi is bound to positive,
log-normal functions have proven to be a good choice. Integrating equation 15.7 over
an interval [θ1, θ2] yields the degree of believe that θ ∈ [θ1, θ2], which is used to de-
fine Bayesian credible intervals. These integrals can usually not be solved analytically.
Therefore the use of numerical methods is indispensable. In the software framework
which is used for this analysis, the Markov Chain Monte Carlo (MCMC) method is
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15. Introduction

used. A short introduction of the MCMC method can be found in [7]. Upper limits on
θ at credibility level 1-α are derived by solving equation 15.8 for θup.

1− α =

θup∫
−∞

dθ p(θ|x) (15.8)

This equation is used to determine upper cross-section limits on the signal cross-section
by setting 1-α to 0.95 and choosing the signal cross-section as parameter of interest.
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16 SSM W′ without interference
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SSM W′ mass points. The curves are not
stacked.

In this chapter, the determination of upper
cross-section limits on the production of a SSM
W′ without interference effects is presented.
The expected Standard Model background and
the measured data is shown again in figure 16.1
together with four SSM W′ signals. The cross-
section limits are calculated with two different
methods. First a single-bin method is used
which integrates the MT spectrum above a cer-
tain threshold and performs a Poisson count-
ing experiment. A similar method was used
in previous master theses [29, 61, 62, 64] and
publications [23, 32, 114] of W′ searches. Then
a generalization of the single-bin method to
multiple bins is presented. This method will
be called multi-bin method and has severals
advantages which will be explained later.

16.1. Single-bin method

A conceptually simple but yet powerful approach for setting upper cross-section limits is
based on comparing the number of expected events with the number of observed events.
Since the existence of a SSM W′ would lead to an excess of events at high MT above the
exponentially falling Standard Model background, it is utile to set a lower MT threshold
and to use only the number of events above this threshold. This will improve the signal to
background ratio and increase the exclusion power of the method. The optimal value for
Mmin

T will in general depend on the signal shape and cross-section and its determination
will be explained later. In this approach all bins above Mmin

T are merged into a single
bin. Therefore, this method will be called single-bin method. The number of events for
this bin (Nexp) can be seen as the result of a Poisson counting experiment. The formula
for calculation of Nexp and the corresponding likelihood function is given in equation
16.1 and 16.2 respectively.

Nexp = A(L, ε) · σs + b (16.1)

L =
(Nexp)

Nobs

Nobs!
· e−Nexp =

(A · σs + b)Nobs

Nobs!
· e−(A·σs+b) (16.2)

Here A is the signal acceptance, σs the signal cross-section, b the number of expected
Standard Model events and Nobs the number of observed data events in this bin. The
signal acceptance A as used in this context is defined to be a product of the integrated
luminosity L and the efficiency times geometrical acceptance ε for the chosen Mmin

T . The
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16. SSM W′ without interference

signal cross-section σs is the parameter of interest on which a upper limit is to be set.
L, ε and b are treated as nuisance parameters. Systematic uncertainties on the nuisance
parameters are incorporated by multiplying the likelihood with the prior functions of
the nuisance parameters. In this model, log-normal functions are used as priors. The
posterior pdf for the parameter of interest σs is shown in equation 16.3.

Π(σs|Nobs) =

∫
dL dε db π(σs)π(L) · (π(ε) · A · σs + π(b) · b)Nobs

Nobs!
· e−(π(ε)·A·σs+π(b)·b)

(16.3)

Here, π(L), π(ε) and π(b) represent the priors for the nuisance parameters and π(σs)
the prior for parameter of interest. For σs a uniform prior is taken. With Π(σs|Nobs) the
upper limits on σs can be calculated according to equation 15.8. To quantify the expected
exclusion limit and possible variations due to statistical and systematic uncertainties,
pseudo experiments are used. Assuming the absence of any signal (σs = 0) the outcome of

a pseudo experiment Npseudo
obs is determined by dicing the nuisance parameters according

to their pdfs and drawing a Npseudo
obs from a Poisson distribution using the Standard

Model expectation with the diced nuisance parameters as mean. For each SSM mass
point, 4200 limits based on pseudo experiments are calculated. The median of this set of
limits is used as expected exclusion limit. To quantify the spread of the expected limit
a 1σ (2σ) band is determined by taking the range centered around the median which
contains 68.2% (95.4%) of all the limits from pseudo experiments.

The lower MT threshold is chosen by optimizing it for the best expected limit. For each
mass point the expected exclusion limit is calculated using thresholds between 250 GeV
and 2500 GeV (in 50 GeV steps) with a reduced number of pseudo experiments (1250
per threshold and mass point). The MT threshold leading to the best expected limit
is then used for the final limit calculation. The result of the optimization process is
shown in figure 16.2-left where the expected upper limit on cross-section times branching
fraction is given as function of Mmin

T for different W′ mass points. The cross-section times
branching fraction (σ x B) corresponds to the signal cross-section in the electron channel
σs which was used in the formulas before.

The main signal contribution of a SSM W′ is accumulated in the Jacobian peak at mW′

if the W′ mass is not too high (cf. chapter 14.1 and figure 14.2). For very high masses
the off-shell contribution increases and the peak is less pronounced. The expected upper
cross-section limit for small and intermediate masses (mW′ ∈ [300 GeV, 2500 GeV]) im-
proves (gets smaller) with rising Mmin

T up to the point where the threshold starts to cut
into the Jacobian peak leading to a drastic decrease of the exclusion power. An increase
of Mmin

T way below the Jacobian peak leads to a small loss of signal contribution com-
pared to a large reduction of the (exponentially falling) Standard Model contribution.
Close to the peak, an increase of Mmin

T would lead to the opposite effect (large loss of
signal contribution compared to a relatively small reduction of background). For high
mW′ (mW′ > 2500 GeV) the contribution from the off-shell part starts to get relevant
compared to the signal contribution in the peak. The optimization procedure leads to
a broad minimum around 1750 GeV. For very high mW′ (4000 GeV) the optimal Mmin

T

starts to decrease again, since the off-shell contribution dominates the contribution from
the Jacobian peak.

The SSM W′ upper cross-section limits obtained with the single-bin method are shown
in figure 16.2-right. Shown there is the upper limit on cross-section times branching
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16.2. Multi-bin method

Figure 16.2. Left: Result of the Mmin
T optimization procedure. Shown is the expected upper

cross-section limit as function of Mmin
T for various mW′ . Right: Upper limit on cross-section

times branching fraction as function of mW′ . The black solid line is the observed limit. The
expected limit is shown as black dashed line. The corresponding 1 and 2 sigma bands are
shown in green and yellow. Every mass point where the observed line is below the predicted
SSM W′ cross-section (dotted black line) is excluded. All limits at 95% CL.

fraction as function of mW′ . The solid black line is the observed exclusion limit obtained
with the measured data. The dashed black line and the green and yellow band represent
the expected limit with 1 and 2 σ bands from the calculation of pseudo experiments.
Over the whole mW′ range the observed exclusion limit is within the 2 σ band around
the expected limit. Thus no strong sign for the existence of a W′ is found. The W′ cross-
section predicted in the SSM model is shown as black dotted line. For each W′ mass,
where the observed upper cross-section limit is below the predicted SSM cross-section
the SSM W′ model is excluded at 95% CL. With the single-bin method a SSM W′ can
be excluded at 95% for masses below mW′ < 3.06 TeV compared to an expected limit of
mW′ < 3.14 TeV.

16.2. Multi-bin method

The single-bin approach uses only a small amount of the available information. During
the optimization procedure, expected upper cross-section limits are calculated for a large
set of different MT thresholds. Since the bins above Mmin

T are merged, all information
about the distribution of the events is lost. The single-bin approach is thus not really
sensitive to the shape of the signal. Once the optimization is done, the information about
the MT spectrum below Mmin

T has no impact on the limit. Especially the information
about the measured data below Mmin

T and the distribution of the data points above
Mmin

T is not used at all, since the optimization is done based solely on simulations. The
Standard Model expectation for Nev with Mmin

T = 1 TeV is around 26± 2.6 compared
to 24 events measured in data. For Mmin

T = 1.5 TeV the Standard Model expectation
is only around 2 events. If a considerable amount of the 24 data events were located
in a peak above MT = 1.5 TeV the data distribution would show a significant positive
excess in the peak region and a negative excess in the region before the peak (similar
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16. SSM W′ without interference

to a SSMS W′ signature (cf. section 14.1.2)). A limit calculation using Mmin
T = 1 TeV

would be blind to this discrepancy. Of course, such an excess should already be visible
in the MT spectrum and thus noticed anyway. Nevertheless, this example showcases one
of the weaknesses of the single-bin method.

To overcome the drawbacks mentioned above, a multi-bin method can be used which
is a generalization of the single-bin method. Instead of using one large bin starting at
Mmin

T , the whole MT range is used divided into multiple bins. For each bin a Poisson
counting experiment is performed similar to the single-bin method. The combination of
all the bins is done by multiplying the single-bin likelihoods as shown in equation 16.4.

L =
n∏
k=1

(N
(k)
exp)N

(k)
obs

N
(k)
obs !

· eN
(k)
exp =

n∏
k=1

(A(k) · σs + b(k))N
(k)
obs

N
(k)
obs !

· e−(A(k)·σs+b(k)) (16.4)

The product loops over all bins which are used for the limit calculation. Similar to
equation 16.3, A(k) and b(k) are the signal acceptance and Standard Model contribution
in bin k. For the treatment of systematic uncertainties the distinction between normal-
ization and shape uncertainties is made. An example for a normalization uncertainty
is the uncertainty on the integrated luminosity. As already explained in chapter 12, a
different value for the luminosity would result in a simple rescaling of the whole MT

spectrum. For normalization uncertainties log normals priors are used. Shape uncer-
tainties (e.g. on the electron energy scale) can alter the normalization and the shape of
the MT spectrum. They are included using a technique called ’vertical shape morphing’.
An explanation of this method can be found in [115]. Since the multi-bin method uses
the full MT range, the optimization procedure becomes obsolete. On top of that, the
method is sensitive to the distributions of the events as function of MT and thus sensitive
to the shape of the signal.

For the limit calculation, a similar binning as shown in figure 13.2 (motivated by
the MT resolution) is used. However, the multi-bin method was tested to be stable
with respect to variations of the binwidth as can be seen in figure 16.3-left. Here, the
expected limit is shown for eight different mW′ using six different binwidths. The black
line labeled ’variable binning’ is the one which is used for the final calculation. The 1 and
2 σ bonds belong to the limit calculated with the variable binning. With the exception
of the 420 GeV binning, the expected limits are independent on the chosen binwidth
for the whole mW′ range. The limit using the 420 GeV is significantly worse for mW′

smaller than 1.5 TeV. For these masses, the signal contribution is mainly accumulated
in the Jacobian peak. Thus, the signal will be contained in one of the bins, and the limit
does not profit from the division of the e + Emiss

T spectrum into multiple bins.
In figure 16.3-right, the result of the multi-bin method is shown. The structure of the

plot is similar to the single-bin exclusion plot. As a comparison, the expected limit of
the single-bin method is shown as red dashed line. With the multi-bin method, a SSM
W′ can be excluded for mW′ smaller than 3.24 TeV compared with an expected limit of
3.18 TeV.

80



16.3. Conclusion

 (GeV)W'M
500 1000 1500 2000 2500 3000 3500 4000

 B
 (

fb
)

× σ

-110

1

10

210

variable binning
σ 1 ±
σ 2 ±

20 GeV binning
60 GeV binning
105 GeV binning
210 GeV binning
420 GeV binning
SSM W' NNLO

CMS Private Work

Expected 95% CL limit

-1 L dt = 20 fb∫
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16.3. Conclusion

The exclusion limits obtained with the two methods are summarized in table 16.1. As
can be seen in 16.3-right, both methods are comparable for mW′ larger than 1.5 TeV
with the multi-bin method being slightly better. In the low mW′ regime, the multi-bin
method yields significantly better exclusion limits. For a mW′ of 300 GeV the upper
cross-section limit of the multi-bin method is 6 times better (lower) than the single-bin
limit. Here, the use of additional information about the distribution of the events -
located in a narrow Jacobian peak - leads to a large increase of exclusion power.

Table 16.1. Summary of the SSM W′ exclusion limits without interference obtained with
the single-bin and the multi-bin method. All Limits are given at 95% CL.

Method Observed limit (95% CL) Expected limit (95% CL)

single-bin mW′ > 3.06 TeV mW′ > 3.14 TeV

multi-bin mW′ > 3.24 TeV mW′ > 3.18 TeV
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17 SSM W′ with interference

This chapter is about the limit determination in the SSMS and SSMO scenario, where the
W′ interferes with the Standard Model W. As explained in chapter 14, the interference
alters the signal shape. The signal will be partly positive and partly negative (see figure
14.5) depending on the scenario, mW′ and MT. This leads to additional challenges when
setting limits. A single-bin method as explained in chapter 16 is clearly suboptimal.
Merging the signal into a single-bin bin would lead to a cancellation of positive and
negative signal contributions. This issue does not occur, when using a method with
multiple bins. For this reason and because of the improved sensitivity for low masses,
the multi-bin approach is chosen here. In a first attempt, limits are calculated with the
Bayesian multi-bin method presented in chapter 16. Then, a second method based on
CLs is introduced. This method solves a major issue encountered with the first approach
which will be explained later.

17.1. Bayesian multi-bin method

Just like previously, the combine tool needs the Standard Model background and the
signal as separate input. While this is trivial in case of no interference where Standard
Model W and W′ are simulated separately, it demands an additional treatment of the
signal samples in the SSMO and SSMS scenario. Due to the interference, W′ and Stan-
dard Model W have to be simulated together. Thus the latter one has to be subtracted
to obtain the ’pure’ signal samples.

The subtraction of the Standard Model W contribution will lead to a negative signal
in some part of the MT range. This happens in MT regions, where the interference is
destructive and strong enough to lead to an event yield which is smaller than the event
yield from the Standard Model W alone. In the SSMS scenario, this region is located
between mW and mW′ . Figure 14.5 shows the three W′ scenarios together with the Stan-
dard Model W for a mW′ of 2.5 TeV. For this mass point, the region MT < 1350 GeV,
where the SSMS W′ + Standard Model W (green curve) is below the Standard Model W
(purple curve), will have a negative signal prediction. In the SSMO scenario, destructive
interference occurs for masses larger than mW′ . Here, the remaining signal contribution
is small and the effect is much less important for the limit calculation compared to the
SSMS scenario. Nevertheless it will lead to a negative signal at some point. Examples
for the signal before and after subtraction are shown in figure 17.1 for both scenarios.
For the Standard Model W subtraction, the same samples as for the background evalu-
ation are used. A similar fit as described in chapter 11 is performed to obtain a smooth
parametrization of the W contribution.

In principle the obtained pure signal samples (c.f. figure 17.1) can be used as input for
the multi-bin method described in section 16.2. Unfortunately the current implemen-
tation of the multi-bin method in the combine tool can not treat negative signals with
shape uncertainties. Therefore, the limit calculation has to be restricted to the MT range
[Mmin

T ,Mmax
T ] where the signal is positive. In the SSMS scenario, Mmin

T increases with
mW′ and ranges between 220 GeV (mW′ = 300 GeV) and 2730 GeV (mW′ = 4000 GeV).
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Figure 17.1. W′ signal before and after the subtraction of the Standard Model W in the
SSMS (left) and SSMO (right) scenario for two different mW′ .

For the SSMS mass point shown in figure 17.1, Mmin
T is 1020 GeV. The Mmax

T value for the
SSMO scenario is 380 GeV for mW′ = 300 GeV and reaches 4000 GeV for the 4000 GeV
W′ sample. A list of all Mmin

T and Mmax
T values can be found in table A.5.

The style of the exclusion plot differs from the plots shown so far. Here, the ratio of
the excluded cross-section and the cross-section predicted in the SSMS /SSMO model
is shown on the y-axis. For every mass point, where the limit is below the red line
marking σexcl./σSSM W′ values of 1, the model is excluded at 95% CL. This plotting
style is chosen, since the W′ signal cross-section without the W contribution is not a
well defined quantity in scenarios with interference. In the SSMO scenario a W′ can be
excluded at 95% CL for mW′ up to 3.5 TeV (both expected and observed). The exclusion
limit in the SSMS scenario is 3.0 TeV compared to an expected limit of 3.1 TeV.

17.2. Hypothesis testing with CLs

Especially in the SSMS scenario, the restriction to the positive signal region is unsatisfy-
ing. Here, the qualitative difference to the other scenarios is the region where the signal
leads to a decrease of expected events compared to the Standard Model. To use the
whole signal range in both scenarios, a different approach is used. Following the recom-
mendations of the statistics committee, the limit setting is done in form of a hypothesis
test using the CLs method. Here, the Standard Model hypothesis (H0) is tested against
the Standard Model + SSM W′ hypothesis (H1).

The construction of H0 is straight forward. It is based on the Standard Model ex-
pectation derived in chapter 11, which is also used for the Bayesian limits. For H1, the
construction is a bit more complicated. Adding all non-W Standard Model backgrounds
to the generated W + W′ samples is not sufficient, since the W in the signal samples is
produced at LO. Instead, the LO W contribution is subtracted from the signal samples
(see Bayesian approach), scaled with the MT binned k-factor and added back again to
the ’pure’ signal samples. This treatment ensures, that the Standard Model predictions
are the same for both hypotheses.
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Figure 17.2. Upper limits on the ratio σexcl/σSSM W′ in the SSMS (left) and SSMO (right)
scenario. All limits at 95% CL.

For both hypothesis a large number (between 5 · 105 and 1 · 107 per mass point and
hypothesis) of pseudo experiments are drawn. With each of the pseudo experiments,
the test statistic −2ln(Q) (see equation 15.2) is calculated. This leads to frequency
distributions of the test statistic for H0 and H1. An example is shown in figure 17.3
for a mW′ of 4 TeV in the SSMO scenario. The black line in figure 17.3 is the test
statistic result obtained using the measured data. Based on these distributions the p-
values p0 and pµ can be calculated. The integral of the distributions’ tails up to the data
line (cf. green areas in figure 17.3) divided by the integral over the whole distribution
corresponds to the probability to obtain a -2ln(Q) value which is equal or more extreme
than the data value and thus to p0 and pµ. With p0 and pµ it is possible to calculate
the quantity CLs according to equation 15.3. The calculation of the expected limit is
done using the median of the H0 distribution as ’data’ line. For the 1σ and 2σ band,
the test statistic values which form the 68.2% and 95.4% interval around the median of
the H0 distribution are taken as integration border.

The resulting limits are shown in figure 17.4-left for the SSMS and figure 17.4-right for
the SSMO scenario. Here, the CLs value is shown as a function of the W′ mass. Every
mass point leading to a CLs value below the red line (CLs = 0.05) can be excluded at
95% CL. With the CLs method a SSMS (SSMO) W′ can be excluded for masses below
3.4 TeV (3.55 TeV) compared to an expected limit of 3.5 TeV (3.6 TeV).

17.3. Conclusion

With the CLs method it was possible to include the negative signal contributions into
the limit leading to a significantly better limit in the SSMS scenario. The SSMO limit is
slightly better in the CLs approach. Possible reasons for the this are the increased MT

range used for the limit, conceptual differences between the two methods and the fact
that only two signal samples are available in the region between 3.2 TeV and 3.6 TeV
and thus the mass range where the limit has to be interpolated is rather large.
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Figure 17.3. Test statistic distribution of the pseudo-experiments for the Standard Model
hypothesis (H0) and the Standard Model + SSM W′ hypothesis (H1). Also shown is the
outcome of the test statistic obtained with the measured data. The integral of the green
area in the left (right) plot divided by the integral over the whole H0 (H1) distribution,
corresponds to the p value of the H0 (H1) hypothesis. These p values are used for the
calculation of CLs.
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Figure 17.4. CLs limit in the SSMS (left) and SSMO (right) W′ scenario For every W′

mass, where the limit is below the red line (CLs=0.05) can be excluded at 95% CL.
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18 HNC CI

In this chapter, the upper cross-section limit for the HNC-CI model is presented. Figure
18.1-left shows the expected Standard Model background together with the measured
data and the CI signal for four different values of Λ. As explained in chapter 14, only
one simulated sample is used which can be rescaled for different Λ. The same Bayesian
limit approach as presented in chapter 16 is applied. The MT range which is used for the
limit calculation is restricted to the range in which the signal was produced (see figure
18.1-left).
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Figure 18.1. Left: MT distribution for expected Standard Model background (fit presented
in chapter 11), data and four different CI samples. The curves are drawn in front of each
other. Right: Upper cross-section limit for the HNC-CI model.

Figure 18.1-right shows the resulting limit on cross-section times branching fraction.
The limit is calculated with the one simulated sample and used for all values of Λ. This
can be done, since the signal shape does not depend on Λ and simply scales as a function
of Λ. Thus, the cross-section which can be excluded does not depend on Λ. A HNC-CI
can be excluded at 95% CL for Λ smaller than 12.0 TeV compared to an expected limit
of 12.7 TeV.
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19 Summary and conclusions

In this thesis, a search for new physics in the e + Emiss
T channel was presented. It was

performed using the whole 2012 pp collision dataset recorded with the CMS detector.
This dataset includes roughly 20 fb−1 of pp collision at

√
s = 8 TeV.

The analysis is based on and extends previous theses about searches of a similar kind
[29, 61–64]. A large set of different Monte Carlo simulations has been used to provide
a good description of the Standard Model contribution to the e + Emiss

T spectrum up
to high MT. Higher order QCD corrections to Standard Model processes have been
included. For the main background - the Standard Model W - also electroweak higher
order corrections were incorporated. To improve the Standard Model prediction, a data-
driven approach was used for the estimation of multi-jet processes for which the Monte
Carlo simulation is known to be suboptimal. The impact of systematic uncertainties on
the e + Emiss

T spectrum was studied up to high MT, which is a crucial ingredient for the
interpretation of the analysis results with statistical methods. No significant deviation
of the data from the Standard Model prediction has been found.

The analysis results were interpreted in terms of different signal hypotheses including
the SSM W′ scenario without interference effects, two SSM W′ scenarios with interference
effects (SSMS/SSMO) and the HNC contact interaction scenario. Exclusion limits were
set for all four scenarios. In previous theses and publications [23, 29, 32, 61, 62, 64, 114],
a single-bin method was used for the limit-setting procedure. Here, a generalization of
the single-bin method to a multi-bin method was realized. The new method is sensitive
to the shape of the signal and was tested to be stable against variations of the bin-size.
A comparison of the two methods in the SSM W′ scenario without interference showed
a significant increase of the sensitivity for low mW′ (≈ 6 times better cross-section limit
for mW′ = 300 GeV) and a slightly better sensitivity for high mW′ by using the new
method. With help of the multi-bin method, it was possible to set exclusion limits in
the SSMS and SSMO scenario including the MT range where the interference is destruc-
tive and leads to negative signal contributions. In the SSMS scenario, the destructive
interference is of special interest, since observing a deficit in the high MT region could
be a first hint for the existence of a very heavy W′. A summary of the obtained limits
is shown in table 19.1.

The results of this analysis will be published [1] together with the results from a similar
analysis in the muon channel [65]. Combining the electron and muon channel, a SSM
W′ without interference can be excluded for masses up to 3.35 TeV. This is the current
world’s best limit. In [1], the interpretation of the analysis results in terms of additional
signal models can be found. The additional models include a Dark Matter model with
different scenarios and models with extra dimensions. Based on the work in this thesis,
a further improvement of the SSM W′ limits with interference was developed by Mark
Olschewski. This new approach is called ’generalized couplings’ and allows the variation
of the W′ coupling strength to fermions, which was fixed to have the same absolute value
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19. Summary and conclusions

Table 19.1. Summary of the exclusion limits. The W′ limits are set on the W′ mass mW′ .
W′ bosons with masses below the limit can be excluded. In the CI hypothesis, the limit is
set on the energy scale Λ. Also shown is the SSM W′ limit after combination with the muon
channel (see [65] for details). All Limits are given at 95% CL.

Model Observed limit (95% CL) Expected limit (95% CL)

SSM W′ mW′ > 3.24 TeV mW′ > 3.18 TeV

SSMS W′ mW′ > 3.40 TeV mW′ > 3.50 TeV

SSMO W′ mW′ > 3.55 TeV mW′ > 3.60 TeV

HNC CI Λ > 12.0 TeV Λ > 12.7 TeV

SSM W′

mW′ > 3.35 TeV mW′ > 3.30 TeVe + µ
[1]

as the Standard Model W boson in this analysis. The variation of the coupling strength
for a fixed mW′ leads to a variation of the signal shape. Results and details about the
generalized couplings can be found in [1].
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A Appendix

Table A.1. Overview of the Standard Model Monte Carlo samples. All samples are from the official CMS
Monte Carlo production (prod. campaign Summer12, frontier conditions START53 V7A, see PREP [71] for
full dataset names). Here, σprod is the production cross-section (LO for PYTHIA and MADGRAPH [116],
NLO for POWHEG and MC@NLO). If higher order corrections are available, they are included by applying a
k-factor to σprod. The corrected cross-sections are given in the column labelled σ.

Genrator Process Kinematic cuts (GeV) σprod (pb) σ (pb) Nev

PYTHIA W → eν - 9140 see 8.2.1 ∼5M
PYTHIA W → eν 100 < p̂T < 500 1.457 see 8.2.1 ∼1M
PYTHIA W → eν p̂T > 500 0.001525 see 8.2.1 ∼1M
PYTHIA W → τν - 9170 see 8.2.1 ∼5M
PYTHIA W → τν 100 < p̂T < 500 1.457 see 8.2.1 ∼1M
PYTHIA W → τν p̂T > 500 0.001525 see 8.2.1 ∼1M
PYTHIA QCD EM enriched 30 < p̂T < 80 4615893 - ∼35M
PYTHIA QCD EM enriched 80 < p̂T < 170 183294 - ∼35M
PYTHIA QCD EM enriched 170 < p̂T < 250 4587 - ∼35M
PYTHIA QCD EM enriched 250 < p̂T < 350 556.75 - ∼35M
PYTHIA QCD EM enriched p̂T > 350 89.1 - ∼35M
MC@NLO tt̄ - 211.1 245.8 (NNLO) ∼33M
POWHEG t→ blν (s-Channel) - 2.82 3.79 (approx NNLO) ∼260K
POWHEG t→ blν (t-Channel) - 47.0 56.4 (approx NNLO) ∼100K
POWHEG t→ blν (tW-Channel) - 10.7 11.1 (approx NNLO) ∼500K
POWHEG t̄→ blν (s-Channel) - 1.57 1.76 (approx NNLO) ∼140K
POWHEG t̄→ blν (t-Channel) - 25.0 30.7 (approx NNLO) ∼2M
POWHEG t̄→ blν (tW-Channel) - 10.7 11.1 (approx NNLO) ∼500K
POWHEG Z→ ee mee > 20 1871 1915 (NNLO) ∼50M
POWHEG Z→ ee mee > 120 11.89 12.17 (NNLO) ∼100k
POWHEG Z→ ee mee > 200 1.48 1.52 (NNLO) ∼100K
POWHEG Z→ ee mee > 400 0.1085 0.1112 (NNLO) ∼100K
POWHEG Z→ ee mee > 500 0.04409 0.04519 (NNLO) ∼100K
POWHEG Z→ ee mee > 700 0.01025 0.01049 (NNLO) ∼100K
POWHEG Z→ ee mee > 800 0.005491 0.005620 (NNLO) ∼100K
POWHEG Z→ ee mee > 1000 0.001796 0.001838 (NNLO) ∼100K
POWHEG Z→ ee mee > 1500 0.0001705 0.0001745 (NNLO) ∼100K
POWHEG Z→ ee mee > 2000 0.0000221 0.0000225 (NNLO) ∼100K
PYTHIA Z→ ττ mττ > 20 1510 1915 (NNLO) ∼19M
PYTHIA Z→ ττ 100 < mττ < 200 34.92 44.29 (NNLO) ∼2M
PYTHIA Z→ ττ 200 < mττ < 400 1.181 1.498 (NNLO) ∼1M
PYTHIA Z→ ττ 400 < mττ < 800 0.087 0.110 (NNLO) ∼1M
PYTHIA Z→ ττ mττ > 800 0.0045 0.0057 (NNLO) ∼1M
PYTHIA γ + jets 80 < p̂T < 120 558.4 725.9 ∼2M
PYTHIA γ + jets 120 < p̂T < 170 108.0 140.4 ∼2M
PYTHIA γ + jets 170 < p̂T < 300 30.12 39.16 ∼2M
PYTHIA γ + jets 300 < p̂T < 470 2.139 2.781 ∼2M
PYTHIA γ + jets 470 < p̂T < 800 0.2119 0.2755 ∼2M
PYTHIA γ + jets 800 < p̂T < 1400 0.007078 0.009201 ∼2M
PYTHIA γ + jets 1400 < p̂T < 1800 0.00004510 0.00005863 ∼2M
PYTHIA γ + jets p̂T > 1800 0.000001867 0.000002427 ∼2M
PYTHIA WW - 33.6 54.83 (NLO) ∼10M
PYTHIA WW p̂T > 500 0.005235 0.008543 (NLO) ∼1M
PYTHIA WZ - 12.6 33.2 (NLO) ∼10M
PYTHIA WZ p̂T > 500 0.001695 0.004345 (NLO) ∼1M
PYTHIA ZZ - 5.20 17.7 (NLO) ∼10M
PYTHIA ZZ p̂T > 500 0.001065 0.001700 (NLO) ∼1M
MADGRAPH W → `ν - 30400 see 8.2.1 ∼80M
MADGRAPH W → `ν 50 < pT(W) < 70 811.2 see 8.2.1 ∼53M
MADGRAPH W → `ν 70 < pT(W) < 100 428.9 see 8.2.1 ∼22M
MADGRAPH W → `ν pT(W) > 100 228.9 see 8.2.1 ∼14M
PYTHIA QCD 30 < p̂T < 50 66290000.0 - ∼6M
PYTHIA QCD 50 < p̂T < 80 8149000.0 - ∼6M
PYTHIA QCD 80 < p̂T < 120 1034000.0 - ∼300K
PYTHIA QCD 120 < p̂T < 170 156300.0 - ∼1M
PYTHIA QCD 170 < p̂T < 300 34140.0 - ∼1M
PYTHIA QCD 300 < p̂T < 470 1760.0 - ∼1M
PYTHIA QCD 470 < p̂T < 600 113.9 - ∼1M
PYTHIA QCD 600 < p̂T < 800 27.0 - ∼1M
PYTHIA QCD 800 < p̂T < 1000 3.55 - ∼500K
PYTHIA QCD 1000 < p̂T < 1400 0.7378 - ∼500K
PYTHIA QCD 1400 < p̂T < 1800 0.03352 - ∼500K
PYTHIA QCD p̂T > 1800 0.001829 - ∼500K
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Table A.2. Overview of the SSM W′ signal Monte Carlo samples. The samples were gener-
ated with PYTHIA6 using the START53 V7A− v1 frontier conditions with the CTEQ6L1 PDF set and
the S10 pileup scenario. For each mass point, 20000 events were produced. The full dataset
name for each of the samples is /WprimeToENu M-[..] TuneZ2star 8TeV-pythia6/Summer12 DR53X-
PU S10 START53 V7A-v1/AODSIM, where [..] has to be replaced with the W′ mass. The NNLO
k-factors and cross-sections are calculated for

√
s = 8 TeV and are taken from [108].

mW′(GeV) σLO (pb) k-factor σNNLO (pb)

300 113.5 1.350 153.2
500 16.48 1.363 22.46
700 4.28 1.351 5.782
900 1.471 1.347 1.981
1100 0.5881 1.331 0.7828
1300 0.2588 1.317 0.3408
1500 0.1193 1.293 0.1543
1700 0.05781 1.257 0.07267
1900 0.02958 1.230 0.03638
2000 0.02123 1.214 0.02577
2100 0.01547 1.199 0.01855
2200 0.01127 1.194 0.01346
2300 0.008387 1.172 0.009830
2400 0.00622 1.164 0.007240
2500 0.004725 1.140 0.005387
2600 0.003574 1.152 0.004117
2700 0.002692 1.153 0.003104
2800 0.002102 1.145 0.002407
2900 0.001651 1.148 0.001895
3000 0.001319 1.151 0.001518
3100 0.001056 1.178 0.001244
3200 0.000869 1.187 0.001032
3300 0.0007067 1.207 0.0008530
3400 0.0005965 1.220 0.0007277
3500 0.0005071 1.242 0.0006298
3700 0.0003691 1.278 0.0004717
4000 0.0002507 1.331 0.0003337
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Table A.3. Overview of the SSMO / SSMS W′ signal Monte Carlo samples. The samples were generated
with MADGRAPH using the START53 V7A− v1 frontier conditions with the CTEQ6L1 PDF set and the S10

pileup scenario. For the samples with mW′ > 3000 GeV and mW′ = 300 GeV the frontier conditions
START53 V7C− v1 were used instead. For each mass point the simulation is divided into three subsamples
with help of the electron pT. Each of the subsamples contains 100000 events. The subsamples are divided
by the pT of the electron. The full dataset name for each of the samples is /[..] 8TeV/Summer12 DR53X-
PU S10 START53 V7[..]-v1/AODSIM, where the first [..] has to be replaced with the name tag shown
in the table and the second one with A or C depending on the frontier conditions which were used.

Sample σLO (pb) Sample σLO (pb)
wprime oppsign e M300 g1 ptl50to100 74.4 wprime samesign e M300 g1 ptl50to100 74.4
wprime oppsign e M300 g1 ptl100to200 77.3 wprime samesign e M300 g1 ptl100to200 77.3
wprime oppsign e M300 g1 ptl200to1d5 0.03 wprime samesign e M300 g1 ptl200to1d5 0.03
wprime oppsign e M600 g1 ptl100to300 9.38 wprime samesign e M600 g1 ptl100to300 9.38
wprime oppsign e M600 g1 ptl300to600 0.468 wprime samesign e M600 g1 ptl300to600 0.468
wprime oppsign e M600 g1 ptl600to1d5 2.38e-05 wprime samesign e M600 g1 ptl600to1d5 2.38e-05
wprime oppsign e M800 g1 ptl100to300 3.01 wprime samesign e M800 g1 ptl100to300 3.01
wprime oppsign e M800 g1 ptl300to600 1.36 wprime samesign e M800 g1 ptl300to600 1.36
wprime oppsign e M800 g1 ptl600to1d5 0.000117 wprime samesign e M800 g1 ptl600to1d5 0.000117
wprime oppsign e M1000 g1 ptl250to500 0.768 wprime samesign e M1000 g1 ptl250to500 0.768
wprime oppsign e M1000 g1 ptl500to1000 0.0507 wprime samesign e M1000 g1 ptl500to1000 0.0507
wprime oppsign e M1000 g1 ptl1000to1d5 8.36e-07 wprime samesign e M1000 g1 ptl1000to1d5 8.36e-07
wprime oppsign e M1200 g1 ptl250to500 0.245 wprime samesign e M1200 g1 ptl250to500 0.245
wprime oppsign e M1200 g1 ptl500to1000 0.16 wprime samesign e M1200 g1 ptl500to1000 0.16
wprime oppsign e M1200 g1 ptl1000to1d5 2.21e-06 wprime samesign e M1200 g1 ptl1000to1d5 2.21e-06
wprime oppsign e M1400 g1 ptl250to500 0.12 wprime samesign e M1400 g1 ptl250to500 0.12
wprime oppsign e M1400 g1 ptl500to1000 0.101 wprime samesign e M1400 g1 ptl500to1000 0.101
wprime oppsign e M1400 g1 ptl1000to1d5 5.75e-06 wprime samesign e M1400 g1 ptl1000to1d5 5.75e-06
wprime oppsign e M1600 g1 ptl250to500 0.0777 wprime samesign e M1600 g1 ptl250to500 0.0777
wprime oppsign e M1600 g1 ptl500to1000 0.0573 wprime samesign e M1600 g1 ptl500to1000 0.0573
wprime oppsign e M1600 g1 ptl1000to1d5 1.6e-05 wprime samesign e M1600 g1 ptl1000to1d5 1.6e-05
wprime oppsign e M1800 g1 ptl250to500 0.0603 wprime samesign e M1800 g1 ptl250to500 0.0603
wprime oppsign e M1800 g1 ptl500to1000 0.0321 wprime samesign e M1800 g1 ptl500to1000 0.0321
wprime oppsign e M1800 g1 ptl1000to1d5 5.81e-05 wprime samesign e M1800 g1 ptl1000to1d5 5.81e-05
wprime oppsign e M2000 g1 ptl250to500 0.0526 wprime samesign e M2000 g1 ptl250to500 0.0526
wprime oppsign e M2000 g1 ptl500to1000 0.0175 wprime samesign e M2000 g1 ptl500to1000 0.0175
wprime oppsign e M2000 g1 ptl1000to1d5 0.000888 wprime samesign e M2000 g1 ptl1000to1d5 0.000888
wprime oppsign e M2200 g1 ptl250to500 0.0483 wprime samesign e M2200 g1 ptl250to500 0.0483
wprime oppsign e M2200 g1 ptl500to1000 0.0085 wprime samesign e M2200 g1 ptl500to1000 0.0085
wprime oppsign e M2200 g1 ptl1000to1d5 0.00248 wprime samesign e M2200 g1 ptl1000to1d5 0.00248
wprime oppsign e M2400 g1 ptl250to500 0.0458 wprime samesign e M2400 g1 ptl250to500 0.0458
wprime oppsign e M2400 g1 ptl500to1000 0.00514 wprime samesign e M2400 g1 ptl500to1000 0.00514
wprime oppsign e M2400 g1 ptl1000to1d5 0.00184 wprime samesign e M2400 g1 ptl1000to1d5 0.00184
wprime oppsign e M2500 g1 ptl250to500 0.0449 wprime samesign e M2500 g1 ptl250to500 0.0449
wprime oppsign e M2500 g1 ptl500to1000 0.00424 wprime samesign e M2500 g1 ptl500to1000 0.00424
wprime oppsign e M2500 g1 ptl1000to1d5 0.00147 wprime samesign e M2500 g1 ptl1000to1d5 0.00147
wprime oppsign e M2600 g1 ptl250to500 0.0442 wprime samesign e M2600 g1 ptl250to500 0.0442
wprime oppsign e M2600 g1 ptl500to1000 0.00364 wprime samesign e M2600 g1 ptl500to1000 0.00364
wprime oppsign e M2600 g1 ptl1000to1d5 0.00115 wprime samesign e M2600 g1 ptl1000to1d5 0.00115
wprime oppsign e M2800 g1 ptl250to500 0.043 wprime samesign e M2800 g1 ptl250to500 0.043
wprime oppsign e M2800 g1 ptl500to1000 0.0029 wprime samesign e M2800 g1 ptl500to1000 0.0029
wprime oppsign e M2800 g1 ptl1000to1d5 0.00068 wprime samesign e M2800 g1 ptl1000to1d5 0.00068
wprime oppsign e M3000 g1 ptl250to500 0.0422 wprime samesign e M3000 g1 ptl250to500 0.0422
wprime oppsign e M3000 g1 ptl500to1000 0.00251 wprime samesign e M3000 g1 ptl500to1000 0.00251
wprime oppsign e M3000 g1 ptl1000to1d5 0.000394 wprime samesign e M3000 g1 ptl1000to1d5 0.000394
wprime oppsign e M3200 g1 ptl250to500 0.0416 wprime samesign e M3200 g1 ptl250to500 0.0416
wprime oppsign e M3200 g1 ptl500to1000 0.00228 wprime samesign e M3200 g1 ptl500to1000 0.00228
wprime oppsign e M3200 g1 ptl1000to1d5 0.00023 wprime samesign e M3200 g1 ptl1000to1d5 0.00023
wprime oppsign e M3600 g1 ptl250to500 0.0406 wprime samesign e M3600 g1 ptl250to500 0.0406
wprime oppsign e M3600 g1 ptl500to1000 0.00202 wprime samesign e M3600 g1 ptl500to1000 0.00202
wprime oppsign e M3600 g1 ptl1000to1d5 8.91e-05 wprime samesign e M3600 g1 ptl1000to1d5 8.91e-05
wprime oppsign e M4000 g1 ptl250to500 0.04 wprime samesign e M4000 g1 ptl250to500 0.04
wprime oppsign e M4000 g1 ptl500to1000 0.00189 wprime samesign e M4000 g1 ptl500to1000 0.00189
wprime oppsign e M4000 g1 ptl1000to1d5 4.66e-05 wprime samesign e M4000 g1 ptl1000to1d5 4.66e-05

Table A.4. Overview of Monte Carlo samples used for the HNC CI analysis. The first sample is the
combined W + CI sample. The second sample is a W only sample generated with the same generator
settings, which is used to subtract the W contribution from the combined sample. Each sample was
generated with PYTHIA6 using the START53 V7A− v1 frontier conditions with the CTEQ6L1 PDF set and
the S10 pileup scenario. The full dataset name is /[..] TuneZ2star 8TeV-pythia6/Summer12 DR53X-
PU S10 START53 V7A-v1/AODSIM, where [..] has to be replaced with the sample tag given in the
table below.

Sample σLO (pb) Nev

CItoENu Lambda-3000 ptmin300 0.5691 100000
WToENu MSUB166 Pt-300toInf 0.0185 1000000
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Table A.5. Lower and upper bounds used for the Bayesian limits in the SSMS and SSMO scenario
together with the number of expected background and signal events as well as the number of measured
data events.

SSMO

mW′ (GeV) Mmin
T (GeV) Mmax

T (GeV) Nbg Nsg Ndata

300.0 220 380 20600.0 883000.0 21529
600.0 220 810 23200.0 118000.0 24420
800.0 220 990 23300.0 41500.0 24485
1000.0 570 1290 443.0 11000.0 478
1200.0 570 1450 446.0 5280.0 483
1400.0 570 1770 448.0 2640.0 484
1600.0 570 2150 449.0 1380.0 484
1800.0 570 2370 449.0 767.0 485
2000.0 570 2490 449.0 449.0 485
2200.0 570 2610 449.0 281.0 485
2400.0 570 2970 449.0 188.0 485
2600.0 570 3030 449.0 137.0 485
2800.0 570 3210 449.0 104.0 485
3000.0 570 3450 449.0 79.5 485
3200.0 570 3690 449.0 70.5 485
3600.0 570 3930 449.0 51.0 485
4000.0 570 4000 449.0 42.5 485

SSMS

mW′ (GeV) Mmin
T (GeV) Mmax

T (GeV) Nbg Nsg Ndata

300.0 220 1530 23300.0 895000.0 24508
600.0 240 3030 17300.0 95500.0 18278
800.0 300 2970 7210.0 29500.0 7711
1000.0 570 3690 449.0 9820.0 485
1200.0 570 3690 449.0 4310.0 485
1400.0 630 3810 281.0 1890.0 281
1600.0 720 3630 147.0 864.0 151
1800.0 870 3510 55.6 401.0 57
2000.0 1020 3030 23.2 188.0 22
2200.0 1170 3090 10.3 91.0 13
2400.0 1290 3150 5.6 43.0 7
2600.0 1490 3390 2.1 21.0 1
2800.0 1650 3570 1.0 9.8 1
3000.0 1810 3690 0.5 4.6 1
3200.0 2000 3870 0.2 2.1 1
3600.0 2370 3930 <0.1 0.4 0
4000.0 2730 4000 <0.1 0.1 0
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