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Abstract
The "Model Unspecific Search in CMS" (MUSiC) is a general approach to the search
for new physics. CMS data and Monte-Carlo simulations of the Standard Model are
first systematically categorised into classes and the deviations quantified. Model-
independent searches are an essential extension to more significant dedicated searches,
as new physics may manifest itself in ways that have not yet been predicted. MUSiC
is based on a hybrid Bayesian-frequentist approach in which a sophisticated algo-
rithm finds the Region of Interest (RoI). This must then be corrected for the "look
elsewhere effect" (LEE).
This thesis presents an initial study of a global search algorithm that potentially of-
fers many advantages. In particular, the complexity of the algorithm is reduced by
the complexity of the ROI search O(n2), making a multidimensional search possi-
ble. The Jensen-Shannon divergence (JSD) was first examined as a search algorithm.
Comparability with MUSiC for simplified 1D histograms and an increase in sensi-
tivity in a 2D analysis were found. However, a significant deterioration in sensi-
tivity was observed when CMS Monte Carlo samples were investigated. This was
explained by the lack of consideration of systematic uncertainty and regularisation
was subsequently introduced. This significantly improved the sensitivity and the
analysis showed comparable results, while specific cases where one algorithm per-
formed better were evaluated. Finally, further possible improvements are discussed.

Zusammenfassung
Die "Model Unspecific Search in CMS" (MUSiC) ist eine allgemeine Herangehens-
weise an die Suche nach neuer Physik. Hierbei werden systematisch CMS-Daten
und Monte-Carlo Simulationen des Standardmodells zuerst in Klassen eingeteilt
um anschließend die Abweichungen vom Standardmodel zu quantifizieren. Model
unabhängige Suchen sind eine essenzielle Erweiterung zu signifikanteren spezifi-
schen Suchen, da neue Physik sich in Weisen manifestieren könnte, die bisher noch
nicht vorhergesehen wurden. MUSiC basiert dabei auf einen hybriden Bayesianisch-
frequentistischer Ansatz, in welchem ein Algorithmus die Region der stärksten Ab-
weichung (ROI) findet. Diese muss anschließend um den "Look elsewhere effect"
(LEE) korrigiert werden.
In dieser Arbeit wird eine erste Studie zu einem global Suchalgorithmus vorge-
stellt. Diese Herangehensweise bietet potenziell viele Vorteile. Insbesondere wird
die Komplexität des Algorithmus um die Komplexität der ROI suche O(n2) redu-
ziert, was eine mehr dimensionale Suche möglich macht. In der Arbeit wurde zu-
nächst die Jensen-Shannon Divergence (JSD) als Suchalgorithmus untersucht. Hier-
bei wurde eine Vergleichbarkeit mit MUSiC für vereinfachte 1D Histogramme und
eine Steigerung der Sensitivität bei einer 2D Analyse festgestellt. Beim Übergang auf
CMS MC-Histogramme wurde jedoch eine deutliche Verschlechterung der Sensitivi-
tät beobachtet. Dies wurde auf die mangelnde Berücksichtigung systematischer Feh-
ler zurückgeführt und anschließend wurde eine Regularisierung eingeführt. Dies
verbesserte die Sensitivität deutlich, die Analyse zeigte zu MUSiC vergleichbare Er-
gebnisse, wobei einzelne Klassen, welche abweichende Ergebnisse liefern, weiter
untersucht wurden. Schlussendlich wurden Verbesserungsmöglichkeiten diskutiert.
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Physical units

In this thesis the natural unit system will be used, as is convention in high energy
particle physics. The speed of light and the reduced Planck constant are set to c
= 1 and h̄ = 1. Therefore the mass, the momentum and the energy are expressed in
units of energy, the electron-Volt (eV), which correspond to the kinetic energy gained
by an electron in a one volt electric potential. The conversion to the SI energy unit
Joule(J) is: 1 eV = 1.602 × 10−19 J. Additionally, the elementary e is defined as e =
1.602×10−19 C.
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1 Standard Model

The Standard Model of particle physics (SM) in its current form was finalised in the
1970s and describes the fundamental particles and their interaction [1]. It consists
of 17 elementary particles, which are divided into matter particles or fermions and
into interaction particles or bosons, by their spin and its consequent statistical be-
haviour. All particles predicted by the standard model have been discovered, the
last being the Higgs boson which was discovered 2012 in the LHC [2, 3]. The Stan-
dard Model also predicts an antiparticle for each of the elementary particles. It is
assumed that the antiparticles have the same properties (e.g. Mass, Spin, lifetime ),
but inverted charges (electric charge and colour charge). [4]. It has to be noted that
not all particles have an antiparticle, the Photon, Z-Boson, Higgs and the neutrinos
are considered to be their own antiparticle [5].Standard Model of Elementary Particles
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FIGURE 1.1: Illustration of the particle contents of the Standard Model of Particle
Physics [6, modified]. The 12 fundamental matter particles are shown on the left and
the 5 fundamental interaction particles are shown on the right. The matter particles
are divided into quarks (purple) and leptons (green) and both appear in 3 generations.
The interaction particles are divided into gauge bosons (red) and scalar bosons (yel-
low). The brown loops in the background indicate interactions between the particles.

The Standard Model includes three of the four known fundamental forces. It in-
cludes the electromagnetic, the weak and the strong force (Section 1.2), while gravity
has not been successfully incorporated into the SM yet [7, 8, 9].
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1.1 Matter Particles

In the Standard Model 12 of the 17 particles are matter particles. The matter parti-
cles all have spin 1/2 and are therefore considered fermions, whence follows, that
they follow the Fermi-Dirac statistics and obey the Pauli exclusion principle. The
group of matter particles consists of the quark (q) and lepton (ℓ) subgroups, which
are themselves divided into three generations. The particles of each generation dif-
fer only in the mass that increases with the generation. Therefore, particles, except
neutrinos, of the second and third generation, decay after a characteristic time into
particles of the first generation. This explains why most of the visible matter in our
Universe consists of particles of the first generation [5, 10].
The Standard Model includes six quarks (u, d, c, s, t, b) which all carry one of the
three colour charges (red, green, blue). The quarks also carry an electrical charge of
2/3 e (u, c, t) or −1/3 e (d, s, b), where e is the elementary charge. Quarks cannot
exist isolated but form hadrons that consist of either two quarks, known as mesons,
or three quarks, known as baryons1 [12]. The Standard Model further includes six
leptons, three are electrically charged leptons (e, µ,τ), with a charge of 1e and three
corresponding electrically neutral leptons ( νe, νµ, ντ), which are called neutrinos [9,
12].

1.2 Fundamental Interaction and exchange particles

The Standard Model describes three out of the four fundamental forces. The rep-
resentative carriers of the forces are the interaction bosons. They are gauge bosons
with a spin of one. Additionally, the scalar Higgs boson, with spin zero, was intro-
duced. The Higgs boson is the carrier of the Higgs field, which gives the mass to
elementary particles [8, 9]. Fundamental forces can be classified by their interaction
range and relative strength which are measured in the coupling parameters, listed
in Table 1.1 [13, 14].

Interaction Strong Weak Electromagnetic
Exchange particle 8 gluons Z, W± γ

Couples to colour charge weak hypercharge electric charge
coupling strength αs ≈ αs · 10−6 ≈ αs · 10−2

coupling range [m] ≈ 10−15 ≈ 10−17 Indefinite

TABLE 1.1: Table of the most important properties at low energy of
the 3 fundamental forces included in the Standard Model.

1.2.1 Electromagnetic interaction

The electromagnetic interaction describes the forces exchanged between electrically
charged particles. These are the elementary quarks and the charged leptons (e, µ, τ).
Further, composited particles like bosons, mesons and atoms can be charged. The
carrier of this force is the massless and chargeless photon (γ), which couples only to
electrically charge particles. Because of the null mass of the photon, the force has an
unlimited range. The electromagnetic interaction is responsible for a wide variety
of the physics we can observe in our common world. It defines the bound of atoms
and molecules and characterises most of chemistry [8].

1Exotic unstable hadrons with four (tetraquark) or five (pentaquarks) quarks have been discov-
ered[11].
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1.2.2 Weak interaction

The weak interaction has the lowest coupling strength of the three fundamental
forces. Since all particles carry the weak hypercharge, the weak force interacts with
all particles of the Standard Model and is therefore the only force acting on neutrinos
[15]. The carriers of the weak force are the Z-boson with a mass of mZ ≈ 91 Gev and
the W±-bosons with a mass of mW ≈ 81 GeV [9]. Due to the heavy mass, the Z and
W bosons decay fast (≈ 10−25s)[16], which limits their effective range to ≈ 10−17m
[14]. A break in symmetry has been observed by the Wu experiment [17], which
discovered that particles with a spin aligned with their momentum (right-handed
particles) do not participate in the weak interaction [18].

1.2.3 Electroweak unification

The unification of the weak and the electromagnetic force has first been predicted in
the 1960s [19, 20, 21]. It has been experimentally observed in two stages, by discover-
ing the neutral Z boson and then the charged W boson. The unification describes the
fact, that above the unification energy of 246 GeV the weak and the electromagnetic
force became indistinguishable [14, 15].

1.2.4 Strong Interaction

The strong force describes the interaction between particles that carry a colour charge,
which are quarks and gluons. There are three colours blue, green, and red, and their
respective anticolors. If you combine a colour and an anticolour, you get one of the
eight massless gluons, which are the carrier of the strong force [15]. All particles
involved in the strong interaction are subject to confinement, which describes the
fact that the particles can only be observed in bound states. This is due to the special
form of the potential of the strong force, which contains a linear term [8]:

V(r) =
4αs

r
+ b · r + c (1.1)

The form of the potential reduces the effective range of the strong force to ≈ 10−15

m. The strong force is the force that holds particles that are composites of quarks
together, for example, the proton or neutron and the cores of atoms [12].

1.2.5 Higgs mechanism

The Higgs mechanism describes how fundamental particles obtain their mass. It
was proposed in the 1960s and was experimentally proven with the LHC in 2012 by
identifying the Higgs boson with a mass mH = 125 GeV. Contrary to its gauge boson
counterparts, the Higgs boson has a spin quantum number of S = 0, distinctively
devoid of any force-mediating attributes [15].

1.3 Incompleteness and motivation

The Standard Model of Particle Physics, while highly successful, has limitations and
fails to provide a comprehensive theory. In response to new discoveries, researchers
have proposed extensions or modifications to the Standard Model to provide a more
comprehensive understanding of particle physics. Gravity, one of the four funda-
mental forces is not yet described by the Standard Model. In the following chapter
some of the phenomena which cause discrepancy between the Standard Model and
our observations are described.
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1.3.1 Dark matter

Dark matter is a hypothetical form of matter that does not participate in the electro-
magnetic interaction, but acts through gravitational effects. The proposed state of
matter could explain a magnitude of observations, described by neither the general
relativity theory nor the Standard Model. One of the observations is the speed of the
rotation of the arms of galaxy’s around its core. By Kepler’s third law, we assume
that the rotation velocities decrease with distance from the core, but this is not ob-
served, as can be seen in Figure 1.2. Many further deviating observations could be
justified by dark matter, such as the formation of galaxy clusters, the inhomogeneity
of the cosmic microwave background or the effect of gravitational lensing, which is
not in compliance with the visable mass [22].

FIGURE 1.2: Illustration of the observed rotation curve and the rota-
tion curve, which is expected by Kepler’s third law [23].

1.3.2 Matter antimatter asymmetry

Matter and antimatter extinguish each other, when interacting. The Standard Model
predicts that the Big Bang created an even amount of matter and antimatter. Since
our world is made up of matter, there must be an asymmetry between antimatter
and matter. Although the violation of the CP symmetry in the weak interaction was
discovered, the effect is too small to explain the domination of matter [24].

1.3.3 Neutrino oscillation

Neutrino oscillation describes the phenomenon of neutrino changing its flavour.
This has been first observed in the Homestake experiment [25] for solar neutrinos.
This process is not in accordance with the Standard Model, because the probability
of a neutrino changing its flavour is dependent on the second power of the mass dif-
ference (∆m)2 of the two neutrino flavours. In the Standard Model neutrinos have
no mass and therefore the probability of the flavour change would be zero [26].

1.3.4 Gravity

Gravity as one of the four fundamental forces is not included in the Standard Model.
Because of its relatively low coupling constant αG/αs ≈ 10−39 it has a neglected role
in the interactions typical studied in particle physics. The charge to which gravity
couples is the mass, which is only positive. This explains why it plays a major role
in interaction at larger scales, such as the Universe [14].
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2 Beyond the Standard Model
The Standard Model of particle physics, while successful in describing a large va-
riety of observed physics, has its limitation, which have been outlined in Section
1.3. Therefore, physicists have been searching for new theories to expand the Stan-
dard Model, which are known as Beyond the Standard Model(BSM) theories. Two
of these theories will be briefly explained and will later be used as a benchmark for
the new search algorithm [8].

2.1 W’
On small scales the weak interaction couples only to left-handed particles. To math-
ematically describe this symmetry break, a left-right symmetric (LRSM) extension of
the standard model has been proposed [27]. This theory predicts a new gauge group
at high energies, so that the symmetry is broken at lower energies [28].

SU(2)L ⊗ SU(2)R ⊗ U(1) (2.1)

This approach predicts new bosons W’ and Z’, which are heavier copies of the Stan-
dard Model equivalents[29, 30]. A further advantage of this theory is that it explains
the mass of neutrinos through the Seesaw mechanism and a new set of heavy neutri-
nos [31]. There are many more theories that predict a further charged gauge boson,
such as grand unified theory models to unify all forces at higher energies, kaluza-
Klein-theories to explain gravity or the Little Higgs model to stabilise the mass of
the Higgs boson [28]. The properties of W’ are described in the "Reference Model",
which predicts similar coupling and decay properties, besides a suppressed decay
into Z and W, as the W boson in the Standard Model, but leaves only the mass of
the boson as an open parameter [29, 32]. The decay channels of the W’ boson are
deducted from the conservation of charge and only the most probable processes that
are in a generation are displayed [28].

W ′− → ūd, s̄c, t̄b, e−νe, µ−νµ, τ−ντ (2.2)

It has to bee noted, that through the higher mass of the W−′ the decay into t̄b is
possible, which is not the case for the W boson of the Standard Model [32]. The
branching ratios of the W’ boson can be found in Table 2.1. Although the branching
ratios are larger for the quark channels, than for the lepton channels, the most stud-
ied channels are leptonic, since they offer a better separation between background
and signal [33, 34].
The W’ prime boson has been excluded for a mass below 6 TeV for Atlas [35] and 5.7
TeV for CMS [36].

Branching ratios of the Reference Model
MW ′ 1Tev 2Tev 5 TeV MW ′ 1Tev 2Tev 5 TeV

W’− → ūd 24.2 % 24.0 % 23.9 % W’− → e−νe 8.2 % 8.2 % 8.2 %
W’− → c̄s 24.2% 24.0 % 23.9 % W’− → µ−νµ 8.2 % 8.2 % 8.2 %
W’− → t̄d 24.3 % 25.0 % 25.1 % W’− → τ−ντ 8.2 % 8.2 % 8.2 %

TABLE 2.1: Branching ratios of the Standard Model for relevant decay channels [32].
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2.2 Sphaleron

The vacuum states of the electroweak theory (see section 1.2) are not absolute and the
potential has a periodic structure of minima, which are characterised by the Chern-
Simons numbers (NCS) [13, 37]. The change of the system from one vacuum state
to another is achieved with a process involving the sphaleron or with a tunnelling
process involving an instanton, represented in Figure 2.1 [38].

FIGURE 2.1: Illustration of the periodic structure of the electroweak energy density as a
function of Chern-Simons number, illustrating the sphaleron and the instanton process [38].

The sphaleron is a static solution, decays immediately and the process can not be
described by a perturbation theory [37, 39]. To change from one eigenstate to an-
other, the sphaleron must pass the potential barrier Esph. The threshold barrier can
be calculated from the static energy solution of the electroweak field equations and
is shown in equation 2.3, where mW and mH are the masses of the Higgs and W
bosons, αW is the electroweak constant and B is a tabulated function [8, 38] .

Esph =
2mW

αW
B
(

mH

mW

)
≈ 9.1 TeV (2.3)

Sphaleron induced processes always include one member of each electroweak dou-
blet (ℓ) and (anti) quark (q), from all three generations and three colours. The leading
order sphaleon donor does not involve electroweak bosons and could look like in
equations 2.4 and 2.5, where X is a set of particles with B = L = 0 [40, 39, 41].

q q → ℓ ℓ ℓ q q q q q q q + X (∆NCS = −1) (2.4)

q q → ℓ ℓ ℓ q q q q q q q q q + X (∆NCS = +1) (2.5)

As can be seen in equations 2.4 and 2.5, the sphaleron transition changes the baryion
number(B) and the lepton number(L) by 3 · ∆NCS , while preserving the difference
between the baryon and the leptop number (B-L), but violates the sum of both (B+L)
[39, 41]. The factor of 3 is due to the expected number generation, as it is assumed,
that each generation causes a change of ∆NCS in baryon and lepton number [41].
The change of the baryon and lepton number in the sphaleron process is unique,
since they are conserved in any Standard Model process [13, 37]. This process could
lead to further understanding of the matter antimatter asymmetry, which describes
the fact that in the early universe more baryons than antibaryons were formed in
a process called baryogenesis [13, 41]. Current exclusion limits depend on the ex-
pected threshold energy and a scaling factor of the cross section [42].
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3 Experimental Setup

3.1 CERN and the Large Hadron Collider

CERN (Conseil Européen pour la Recherche Nucléaire), the European organisation
for nuclear research, was established in 1954 in Meyrin, Switzerland. Today, it fea-
tures a variety of experiments from many fields, but is most known for its particle
accelerators and its contribution to particle physics [43].
The Large Hadron Collider (LHC), is the last step in a CERN’s acceleration chain, it is
a synchrotron collider in which charged particles are accelerated in opposing direc-
tions and collided in one of the four intersection points. The particles travel along
two beam pipes in the tunnel of the former Large Electron Positron Collider(LEP)
with a circumference of 26.7 kilometres and is approximately 100 meter below the
surface [44]. To prevent particles from interacting with air molecules and slowing
down, the pipes incorporate an ultra-high vacuum of up to 10−14 bars[45]. 1232
dipole magnets with field strength up to 8.3 Tesla are used to keep the particles on
their circular path, while 858 quadrupoles and 6208 magnets of higher order are fo-
cusing and correcting the beam [46]. To produce such high field strength, magnet
coils are produced from superconducting material and cooled to 1.9 Kelvin [5, 47,
46].

FIGURE 3.1: Illustration of the accelerator complex and some of the most
important experiments of CERN [48, modified].

The particle accelerators are designed to accelerate and collide either protons and
protons (pp) or heavy ions such as lead (PbPb). Currently, the LHC reaches centre of
mass energies for the proton-proton collision of

√
s = 13.6 TeV, which is the highest

energy ever achieved in a particle accelerator. It is designed for even higher energies
of up to

√
s = 14TeV and a maximum instantaneous luminosity of L = 1034 cm−2s−1

[44].
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3.1.1 Proton acceleration chain

The acceleration of the particles takes place in multiple stages, which are illustrated
in Figure 3.1. The Proton acceleration starts by accelerating negatively ionised hy-
drogen in the linear accelerator 4 (LINAC 4). The LINAC uses multiple accelera-
tion techniques to accelerate hydrogen ions to 160 MeV, while separating them into
pulses of 400 ms [49]. The next step in the acceleration chain is the Proton Syn-
chrotron Booster (PSB), which separates the electrons from the hydrogen ions and
accelerates the protons, like all later accelerators, employing an alternating high volt-
age in radio frequency cavities [50, 51]. The PSB accelerates protons to 2 GeV and
then injects them into the Proton Synchrotron (PS), which accelerates the proton up
to 26 GeV [52]. The Super Proton Synchrotron is the next accelerator, which operates
up to energies of 450 Gev [53], before reaching the LHC with a design energy of up
to 7 TeV [54]. In the LHC the protons are split into 2808 bunches of approximately
1.2 · 1011 protons [46].

3.1.2 Particle Detectors

The two particle beams intercept at four points around the LHC. To observe the
collisions, nine experiments are conducted[55]. The four large experiments are:

• ALICE (A Large Ion Collider Experiment) is dedicated to heavy-Ion physics
and is designed to study the strong interaction at extreme energy densities[56].

• ATLAS (A Tordoidal LHC Apparatus) and CMS (Compact Muon Solenoid)
are general purpose detectors, which are designed to investigate a wide range
of physics [57, 58].

• LHCB (Large Hadron Collider beauty) specialises in the study of the b quark
to investigate small differences between matter and antimatter [59].

In addition to the four major experiments, five smaller experiments are conducted
at the LHC:

• Totem (Total, elastic and diffractive cross-section measurement) makes preci-
sion measurements of protons in the forward direction [60].

• LHCf (Large Hardron Collider forward) uses the LHC to simulate and study
cosmic rays in laboratory conditions [61].

• MoMEDAL-MAPP (Monopole and Eotics Detector at the LHC) searches for
magnetic monopoles and other exotic particles [62].

• FASER (Forward Search Experiment) is designed to search for light and very
weak interacting particles [63].

• SND@LHC (Scattering and Neutrino Detector at the LHC) specialises in the
study of neutrinos [64].

3.2 The Compact Muon Solenoid Detector

The Compact Muon Solenoid has a length of 21.6 metres, a diameter of 15 meters
and a total weight of 14.000 tonnes, making it one of the largest LHC detectors. CMS
and Atlas are the two general purpose detectors of the LHC, which are designed
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to detect a wide range of physics processed mainly in proton-proton collisions [50].
Both detectors have strengths in different subsystems, while the main difference is
in the name giving superconducting magnet. The CMS detector is designed to have
high geometrical acceptance around the interaction point and therefore the subde-
tectors are placed in layers around the centre, which can be seen in Figure 3.2. Each
subsystem plays an essential role in the detection of the different interactions, and
they are explained individually in the next sections.

FIGURE 3.2: Illustration of the CMS detector with explanation and facts
about the detector and its subsystems [65].

3.2.1 Coordinate system

FIGURE 3.3: Illustration of the coordi-
nate system used in CMS [66].

The origin of the CMS coordinate system is in
the nominal intersection point, where the two
particle beams are expected to cross. In Carte-
sian coordinates, the x axis points towards the
centre of the LHC, the y axis vertically upwards,
and the z axis along the beam, in the direction
of the Jura mountains. The spherical coordi-
nates correspond to the classical definitions, ϕ
is measured in the x/y plane. θ is measured be-
tween the z-axis and the x/y plane, while r cor-
responds to the distance from the intersection
point [67].
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Instead of using θ, the pseudorapidity η is commonly used and defined by equation
3.1.

η = −ln
(

tan(θ)
2

)
(3.1)

This has the advantage, that in the limit E ≫ m, the pseudorapidity is approximately
the particles rapidity y = artanh(vz) ≈ η, which is a lorenz invariant quantity. With
the pseudorapidity the angular distance ∆R of two objects can be calculated as [67]:

∆R =
√
(η2 − η1)2 + (ϕ2 − ϕ1)2 (3.2)

Further the detector is divided into two regions, the barrel which is the cylindric part
and the endcaps which are the covers enclosing the of ends of the cylinder.

3.2.2 Tracking system

The subdetector closest to the interaction point is the inner tracking system, which
measures the trajectories of charged particles and is used to reconstruct the vertices
[67, 68]. To achieve this task with the highest precision, the particle flux must be
considered and therefore three different systems are used in different radii[67].

• In the region closest to the detector (20cm < r) pixel detectors with a pixel size
of ≈ 100µm × 150µm are used [67].

• In the intermediate region (20cm < r < 55cm) silicon micro strip detectors, with
a minimum cell size of ≈ 10cm × 80µm, are used [67].

• In the outermost region (r > 55cm) of the inner tracker, larger silicon micro
strips, with a minimum cell size of ≈ 25cm × 180µm, are used [67].

3.2.3 Electromagnetic Calorimeter

The next layer is the electromagnetic calorimeter (ECAL), which performs measure-
ments of the energy of photons and electrons with a precision of up to 1%. It utilises
leadthungstate (PbWO4) scintillator crystals, which combine absorber and detection
material. 61,200 Crystals are places in the Barrel (|η| < 1.479) and 7324 crystals are
placed in the endcap (1.479 < η < 3.0).
The particles shower, which describes a process of alternating pair production and
bremsstrahlung, in the scintillator, which takes the deposited energy and emits
photons with a wavelength of approximately 420 nm. These are then detected by
avalanche photodiodes in the barrel and vacuum photodiodes in the endcaps [68].

3.2.4 Hadron Calorimeter

The hadronic Calorimeter is a second calorimeter and is specialised to detect the
energy of hadron and jets produced by hadrons. Because of the higher "nuclear
interaction length" of the hadron, more material is needed to stop them, but they
still deposit some energy in the ECAL. To absorb as much of the remaining energy, a
sandwich calorimeter is used, where interchanging layers of brass plates as absorber
while Bicron and Kuraray as scintillators are used.
The particles shower through processes of the strong interaction, similar as in the
ECAL. The photons produced by the scintillators are transported by waveguides to
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hybrid photodiodes. The HCAL covers the same angular range as the ECAL (η <
3.2), but in addition a forward hadron callorimeter (HF) extends the angular range
to (η < 5.2) [69].

3.2.5 Superconducting Magnet

To precisely measure the transverse momentum pT of charged particles with high
momentum, a strong magnetic field is required. This is provided by a super con-
ducting solenoid magnet. The solenoid is composed of a four layers coil of super-
conducting niobium–titanium (NbTi), which is cooled to 4.5 K to achieve a magnetic
field strength of 3.8 Tesla. The field lines are parallel to the beamline and therefore
the charged particles are bent in the transverse plane. The magnetic flux is returned
by a thick iron yokes, which is the outer layer of the detector [68].

3.2.6 Muon Chambers

The last subsystem is the muon chamber, designed to identify muons, measure their
momentum and provide signals for the trigger. They are placed as the last system
and are arranged in the steel yoke, to ensure a low probability for any particle be-
sides the muon and weakly interacting neutrinos to enter the muon chambers [8].
Four different gaseous detector technologies are used in the muon chamber. Gaseous
detectors work on the principle of a passing muon ionising the gas inside the detec-
tor. Gaseous detectors have been chosen to maximise the detector volume for a more
precise momentum estimation, while keeping the cost low.
Drift Tubes are used in the barrel region (|η|< 1.2), while the endcap. (0.9 <|η|<
2.4) features Cathode Strip Chambers. Additionally Resistive Plate Chamber (|η|<
1.9) are added and for high pseudo rapidity (1.55 <|η|< 2.18) area Gas Electron
Multipliers are used1 [70].

3.2.7 Trigger and data acquisition

Proton proton collisions occur approximately 40 million times a second. To success-
fully extract useful information’s out of these collisions, the amount of data must be
reduced. This is achieved by employing a system of triggers, which acts as prefilters
and decides, which data is stored.
The L1 trigger evaluates the signals of the muon detectors and both calorimeters to
significantly reduce the data. The L1 trigger is hardware based and implemented
through programmable electronics. The system rejects events with characteristics
that have already been studied to reduce the data rate to a frequency of approx-
imately 100 kHz. This frequency is the maximum, which can be accepted by the
CMS readout system [71]. The High Level Trigger (HLT) is the second trigger and
software based. It performs a streamlined version of the reconstruction algorithm
and selects events of interest [70, 71].

3.2.8 Particle Flow

Particles in CMS can interact with multiple subdetectors as illustrated in Figure 3.4.
To reconstruct and identify the different stable particles in CMS, the information
measured by the different subsystems is used. To combine the information from all
subdetectors, the particle flow algorithm (PF) is used [18]. Through the use of the

1The Gas Electron Multipliers where not part of CMS for RUN 2 to which the Monte-Carlo samples
studied in this thesis correspond.
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information obtained by all subdetectors, misidentification is reduced and energy
resolution increases [12, 72].
The Particle Flow algorithm works in multiple steps. In the first step, each subde-
tector reconstructs the tracks and the clusters of deposited energy separately. Then
the tracks in the inner tracking system are extrapolated to find matching clusters in
the calorimeters [18]. The tracks between the inner tracker and the muon system are
matched [18, 73].
In the last step, the PF builds the particle candidates from the linked tracks and clus-
ters one by one, removing the identified particles. First muons are reconstructed
from the tracks measured in the inner tracker and the muon system. Electrons are
identified by the track in the inner tracker and the energy cluster in the ECAL. Be-
cause photons are not electrically charged, they can be identified by a cluster in the
ECAL without a corresponding track in the inner tracker. In the same way, neutral
and charged hadrons can be identified by clusters of energie in the HCAL and their
interaction with the inner tracker. Higher observables, such as Missing Transverse
Energy (MET), are then calculated from the properties of the reconstructed objects
[5, 18, 72].

FIGURE 3.4: Illustration of the interaction of different particles in the CMS detector [74].
It shows how electrically charged particles (electron, muon, charged hadron) are bent by
the magnetic field of the superconducting solenoid, while neutral particles (photon, neutral
hadrons) have a straight path. It shows that photons and electrons are stopped in the ECAL,
while charged and neutral hadrons are stopped in the HCAL. Only Muons and neutrinos

(not indicated) reach the muon chambers.
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4 Model Unspecific Search in CMS

As highlighted in section 1.3 and 2, it is likely that the Standard Model of particle
physics in its current form is an incomplete description of the Universe. Particle
colliders are designed to test the Standard Model and search for possible extensions.
Typically these searches are developed to investigate a specific extension of the Stan-
dard Model and therefore study distinct final states with kinematic selections to op-
timise for a given signal. Because of the large number of theories for New Physics,
the given limitation on computational and personnel resources and because New
Physics may manifest itself in ways that have not been predicted yet model inde-
pendent searches are a complementary alternative to dedicated investigations. A
model independent search does not optimise for a specific BSM theory in the final
states nor in the signal selections of the kinematic distribution. This strategy results
in a lower sensitivity than dedicated searches, but covers a broader phase space and
parameters. Should a model independent search find a strong enough deviation, a
dedicated search can be triggered [8, 15, 75].
The "Model Unspecific Search in CMS" (MUSiC) is such a general approach to the
search for new physics for CMS proton-proton collision data. MUSiC considers 3
kinematic distributions and hundreds of final states, which are systematically cat-
egorised into event classes. For each event class in each distribution, the data is
compared to Monte-Carlo simulations of the Standard Model and the deviation is
evaluated. There are no elaborate filters or strict kinematic limitations in place to
optimise the examined phase space during the analysis. MUSiC was first introduced
in 2008 and since then the development has been continuously improved to evaluate
the most recent data, optimise the search algorithm and extend the analysed phase
space [5, 8].
In this thesis a new search algorithm is investigated using the MUSiC framework
is investigated. To evaluate the performance of the algorithm, a sensitivity study is
conducted using Monte-Carlo simulations corresponding to a centre of mass energy
of

√
s = 13 TeV and an integrated luminosity of 137.0 f b−1.

4.1 Analysis procedure

4.1.1 Dataset and simulated samples

The MUSiC analysis requires a complete of Monte-Carlo simulation of the Standard
Model including all possible interaction and information’s about the detector and its
subsystems (e.g. Geometry, materials and their properties, efficiencies, etc.). For the
different interactions, specialised MC event generators are employed 1. These simu-
lations are typically generated by the CMS collaboration and made available through
the Data Aggregation System (DAS), with the corresponding DAS key. The sample

1The MC event generators used are:PYTHIA 8.212 , MADGRAPH5 aMC@NLO version 2.2.2 ,
POWHEG v2 and SHERPA 2.1.1 . For more information, including all simulated processed and the
corresponding generator please regard: [76]
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files provided by CMS contain more information than needed for the analysis, there-
fore in a preprocessing step, called skimming, additional information, which is not
needed, is stripped.

4.1.2 Preparation

4.1.2.1 Object and event selection

It is essential to correctly evaluating the physics object content for each event for
the MUSiC analysis. This involves identifying each reconstructed object (see Section
3.2.8) and eliminating any overlap between them. Given that the analysis depends
on simulation for background prediction, selection criteria are applied to the various
objects, minimising the impact of misidentification while maintaining a reasonably
high efficiency in object selection [76]. The objects considered in the MUSiC analysis
are e, µ, γ, jets, b-tagged jets2 and missing transverse momentum (pmiss

T / MET)3.
The corresponding object selection criteria can be seen in Table 4.1

Object pT (GeV) Pseudo rapidity
Muon (µ) > 25 |η| < 2.4
Electron (e) > 25 0 < |η| < 1.4442

or 1.566 |η| < 2.5
Photon (γ) > 25 |η| < 1.4442
Jet > 50 |η| < 2.4
b-tagged jet > 50 |η| < 2.4
Missing transverse momentum (pmiss

T ) > 100 -

TABLE 4.1: Summary of the object selection criteria, taken from [76]. The pT thresh-
olds and the cuts in η are to ensure high quality objects for the analysis.

Every event must fulfil one of the single or double lepton triggers or the single pho-
ton trigger as listed in Table 4.2. This limits the MUSiC analysis to events with at
least one lepton (e/µ) or one photon. Every event that was triggered has a higher
threshold than the detector triggers listed in the middle column, but the analysis re-
quirements are slightly higher. This is done to maximise efficiency, while ensuring
a high enough statistics [12, 76]. To prevent counting a single event multiple times,
the overlap between triggers is removed [76].

Trigger Trigger level requirement Analysis requirement
Single muon trigger 1 µ with pT > 50 GeV 1µ with pT > 53 GeV
Single electron trigger 1 e with pT > 115 GeV 1e with pT > 120 GeV
Double muon trigger 1 µ with pT > 17 GeV 2µ with pT > 20 GeV each

and 2nd µ with pT > 8 GeV
Double electron trigger 2 e with pT > 33 GeV each 2e with pT > 40 GeV each
Single photon trigger 1 with pT > 175 GeV 1 with pT > 200 GeV

TABLE 4.2: Summary of online and offline trigger criteria, taken from[76]. The
analysis requirements are higher than the offline triggers to ensure that the selec-

tions is above the turn on of the efficiency curves.

2A b-tagged jet is jet originating from a b quark [77].
3Missing transverse momentum is explained in section 4.1.3.1
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4.1.2.2 Event cleaning

Physical objects in proximity may result in misidentification during analysis. There-
fore, if two objects are too close to each other, they will be cleared. The threshold for
muons and electrons is ∆R < 0.4 and for jets and bjets ∆R < 0.5. If two objects are
too close, the particles are ordered by their expected purity, resulting in the follow-
ing order: µ, e, γ and jets. Then the particles with the expected lower purity will be
removed [76, 78].

4.1.2.3 MC weighting

The number of events generated from the Monte Carlo simulations is independent
from the expected event rates, measured by the experiment. Therefore, the MC
events must be reweighted. The expected event rate is proportional to the luminos-
ity L, which is determined by the experiment and the cross section σ of the physical
process:

N = σ ·
∫

L dt (4.1)

The implementation of these information, as well as the k-factor, which corrects for
higher order in the perturbation theory, if available, result in the first weight [5, 79]:

ωlumi =
k · σ ·

∫
L dt

NMC
(4.2)

where NMC is the number of events generated by the simulation. Another effect
which must be taken into account is the Pileup (PU), which describes the fact that
with the high luminosity of the LHC multiple collisions happened during a bunch
crossing. This results in additional interactions, which must be taken into account
by the simulation, resulting in another weight ωPU . Monte-Carlo processes may also
introduce a negative contribution to the Monte-Carlo yield, and this can be incorpo-
rated by introducing a generator weight factor denoted ωgen. The total weight factor
ωMC, which is applied to Monte Carlo events, can now be calculated as [5, 79]:

ωMC = ωlumi · ωPU · ωgen (4.3)

4.1.2.4 Event classification

For the MUSiC analysis events in data and Monte Carlo samples are categorised
into different classes, which correspond to their final states, based on the physics
content of each object. This is done to preserve the model unspecific aspect of the
MUSiC analysis and not dedicate towards a specific final state. MUSiC discrimi-
nates between three types of event classes, which will be briefly elaborated with the
example event containing {1e, 2µ, 1jet}, which is also shown in Figure 4.1 [76, 78]:

• Exclusive classes only contain the selected physical object. Therefore, each
event is assigned only one exclusive class. In the case of {1e, 2µ, 1jet} the exclu-
sive class is "1e + 2µ + 1jet".

• Inclusive classes contain a core of the physical objects explicitly named in the
event class, but may contain additional objects, specified by the suffix "+X".
The additional objects can be one or multiple of the following:e, µ, γ, jet, bjets,
pmiss

T . Therefore, an event will belong to multiple inclusive event classes, for
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example " 1e + 2µ + 1jet " is in " 1e + X ", " 1e + 1µ + X ", " 1e + 1µ + 1jet + X
", and many more.

• Jet-inclusive classes are defined as inclusive classes, but restrict the additional
objects to jets. Because higher jet multiplicities have a high expected disagree-
ment between data and simulations and are therefore expected to not be ac-
curate, all exclusive classes with five or more jets are instead assigned to the
jet inclusive "X+5jets+Njets" class. The example class {1e, 2µ, 1jet} is present in
two jet inclusive classes: " 1e + 2µ + Njets " and " 1e + 2µ + 1jet + Njets " [15]

FIGURE 4.1: Illustration of the MUSiC classification for the two final states {1e, 1µ, pmiss
T } and

{1e, 2µ, 1jet}. The first final state results in one exclusive, one jet-inclusive and six inclusive
states, which are shown on the left side. The second final state results in one Exclusive, two
jet-inclusive and 10 Inclusive event classes, shown on the right side. The overlap between

the two final states is marked in a darker grey in the middle.

An event class is only further considered for the MUSiC analysis if the MC event
yield is greater than 0.1 and at least one data count is present in the event class.

4.1.3 The Scan

4.1.3.1 Kinematic distributions

MUSiC analyses focus on three kinematic distribution. The distributions have been
chosen because they are expected to be the most sensitive to physics, at high trans-
verse momenta, as predicted by many BSM theories [76]. The distributions are as
follows:

1. Sum of transverse momenta ST The Sum of transverse momenta ST is com-
puted by summing the absolute value of the transverse momenta | p⃗T| of all N
physics objects in the event class:

ST =
N

∑
i
| p⃗T,i| =

N

∑
i

√
p2

T,x,i + p2
T,y,i (4.4)
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If missing transverse momenta (MET) is named in the event class, then the
missing transverse momentum | ⃗pmiss

T | is also considered in the sum. This
variable has been chosen, because many BSM theories predict new particles
with heavy mass (see Section 2), which would be visible on the high energy
tails of the ST distribution [76].

2. Invariant mass minv The invariant mass minv is calculated from the energy Ei
and the momentum p⃗i of the particles in the event class:

Minv =

√√√√( N

∑
i

Ei

)2

−
(

N

∑
i

px,i

)2

−
(

N

∑
i

py,i

)2

−
(

N

∑
i

pz,i

)2

(4.5)

In cases where there is a missing transverse momentum pmiss
T is present the

invariant mass is not a good metric, because the longitudinal component of the
missing momentum cannot be accurately evaluated. Instead, the transverse
mass MT is used4:

MT =

√√√√( N

∑
i

Ei

)2

−
(

N

∑
i

px,i

)2

−
(

N

∑
i

py,i

)2

(4.6)

This distribution is of special interest for new physics, where a new heavy
particle is expected. The resonance of the particle could be visible through the
mass distribution of its decay products. The invariant mass is only calculated
when at least two objects are present in the event class[76].

3. Missing transverse momentum pmiss
T When missing transverse momentum

pmiss
T is present in the event class, a third distribution is taken into account. The

missing transverse momentum is defined as the negative sum of the transverse
momenta:

pmiss
t = | ⃗pmiss

t | = | −
N

∑
i

p⃗T,i| (4.7)

The missing transverse momentum is of special importance for non interacting
particle such as neutrinos or hypothetical non interacting BSM particles [76].

For the exclusive event class, all included events share the same objects and the
kinematic distribution can be evaluated based on all objects in the final state. There
is an ambiguity for inclusive and jet inclusive event classes. Therefore, to evaluate
all events on the same properties, only objects explicitly mentioned in the event class
name are considered, when calculating the kinematic distributions. Additionally, if
the multiplicity of an object in an event is higher than in the event class of interest,
the particles with the highest transverse momentum pT are considered. For example,
in the event class 1e + 2µ + pmiss

T + X only the four named objects contribute to the
kinematic properties [76].
To evaluate kinematic distributions in a histogram, the data and Monte Carlo sam-
ples must be binned. The bin widths are chosen as a trade-off between a larger bin
width, advantageous for computational efficiency but disadvantageous for sensitiv-
ity to potential narrow signals, and a smaller bin width, where random fluctuations

4When refereeing to this kinematic variable, generally the term invariant mass is used, without
discriminating between the invariant mass or the transverse mass.



18 Chapter 4. Model Unspecific Search in CMS

may become more prominent and potentially obscure the actual deviations of inter-
est. The optimal bin width is automatically determined, on the basis of the expected
detector resolution for the different kinematic regions. This leads to larger bins at
higher energies. Generally, all bin widths are integer multiples of 10 GeV [76].

4.1.3.2 p-Value

To quantify the significance of the deviation between the Monte-Carlo background
and the data, MUSiC follows a hybrid Bayesian frequentist approach and calculates
a p value. The p-value quantifies the likelihood that an effect of at least a comparable
strength to the observed one could arise exclusively from the statistical fluctuations
inherent in the null hypothesis [15].
To evaluate the p-value, a test metric must be defined to compute the strength of
the deviation. In the MUSiC analysis the test statistics is the number of events in
a region, where the number of observed particles Nobs is compared to the expected
number of events from the Monte Carlo simulations of the SM NMC. The number of
events in a region, can be expressed in a Poison distribution:

P(N; µ) =
µNe−µ

N!
(4.8)

where µ is the true mean of the distribution and N is the number of events. As
Monte-Carlo simulation encompasses systematic uncertainties, it would be inaccu-
rate to consider the MC count as the Standard Model expectation (NSM). Instead,
the systematic uncertainty in the MC simulation is incorporated using a truncated
Gaussian distribution. Combing these assumptions, the p-value can be calculated
as:

pdata =

∑∞
i=Ndata

·α
∫ ∞

0 dx exp
(
− (x−NMC)

2

2·σMC

)
· xie−x

i! , if Ndata ≥ NMC

∑Ndata
i=0 ·α

∫ ∞
0 dx exp

(
− (x−NMC)

2

2·σMC

)
· xie−x

i! , if Ndata < NMC
(4.9)

with a normalisation factor α from the truncated Gaussian. In the calculation of the
p-value, the case of exceeding data events (Ndata ≥ NMC ) and the case of less data
than MC ( Ndata < NMC) is treated separately [15, 76, 80].

4.1.3.3 Region of Interest scan

To find the region with the greatest deviation, the Region of Interest (RoI) scan-
ner, goes through all possible regions, to find the lowest p-value pdata,min. A re-
gion is defined as any combination of adjacent bins. The total number of region is
Nbins(Nbins + 1)/2 , where Nbins is the number of bins in the histogram. This process
is illustrated in Figure 4.2.

FIGURE 4.2: Illustration of the MUSiC ROI scanner [80]. In every possible region of adjacent
bins the p-value is calculated and compared, to find the region with the lowest p-value.
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The region with the lowest p-value in the distribution, which shows the deviation
with the least likelihood to be compatible between the observed data and the simu-
lated MC background, is defined as the Region of Interest. A schematic illustration
can be seen in Figure 4.3.

FIGURE 4.3: Schematic of a kinematic distribution [15]. The figure shows the SM
expectation with uncertainty NSM ± σSM as well as observed data Nobs. The Region

of Interest is illustrated and marked in red.

To reduce statistical fluctuations, a threshold is set on the minimum number of bins
of which a region can consist of. The threshold is three for the sum of transverse
momentum and the missing transverse momentum and one for the invariant mass
distribution. The threshold for the invariant mass is smaller because the deviation
caused by a resonant particle might only influence one bin in the invariant mass
distribution, but causes a broader deviation in the other classes. There is also a veto
system that prohibits certain regions, to increase the robustness of the analysis5.

4.1.3.4 Post trial probability (p̃) and the look elsewhere effect

The p-value quantifies only the likelihood of a local deviation. To evaluate if a given
data distribution matches the expected MC distribution from the Standard Model,
we need to take the whole distribution, with its uncertainties into account. This is
done by correcting the so called "look-elsewhere effect" (LEE) which describes that it
becomes increasingly probable to find a significant local deviation, just by a fluctu-
ation, the more regions are probed [81]. The probability of finding a deviation with
the significance α increases roughly as p ≈ 1 − (1 − α)n, where n is the number of
regions [10]. To correct this effect, the post-trial probability p̃, which corrects the look
elsewhere effect, is calculated. The p̃ value, expresses the probability of finding a de-
viation as strong as the observed one, in one region, caused by statistical fluctuations
[10]. Applying an analytical correction factor, based on the distribution, is not pos-
sible because the different regions and their uncertainties are correlated. Instead, up
to 105 simulated pseudo experiments are used. The number of pseudo experiments
is a compromise between sensitivity and computational expenses. These pseudo ex-
periments vary the predicted SM event counts NSM for each bin, corresponding to
the associated uncertainty [15].
Each of pseudo experiment is then compared to the SM prediction, the RoI scan is
performed and a smallest p-value pmin is determined and stored. The p-value from

5The details of the veto system can be read in the MUSiC analysis notes [80]
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the data distribution pdata,minis then compared with the p-values of the pseudo ex-
periments, to calculate p̃ [80]:

p̃ =


Npseudo(pmin<pdata,min)

Npseudo
, where Npseudo(pmin < pdata,min) > 0

1
Npseudo

, where Npseudo(pmin < pdata,min) = 0
(4.10)

The Post trial probability p̃ now expresses the probability of a random deviation as
strong as the observed one, in any region of the distribution. A lower limit for the p̃
is set, because the absence of a stronger deviation in pseudo experiments, can not be
interpreted as zero probability for such a deviation. A distribution of p-values and
the estimation p̃ is shown in Figure 4.4.

FIGURE 4.4: Illustration of p-value distribution and the calculation of the p̃ -value [80]

4.1.3.5 Pseudo Experiments

In every pseudo experiment, the Standard Model (SM) expectation in each bin is
varied, based on both the expected value and the diced shifts that represent associ-
ated systematic uncertainties following the null hypothesis.
For each region n and systematic uncertainty i the width of a symmetrised 68% con-
fidence interval ∆i,n is calculated. In addition, to account for the correlation of the
uncertainties, a random number ki, is drawn from a standard normal distribution
with expectation value zero and uncertainty of one. The expected Standard Model
NSM,n event counts are shifted:

NSM,shi f ted = NSM,n + ∑
i

ki ·
∆i,n

2
(4.11)

If the shifted expectation NSM,shi f ted is negative, it is set to zero. The expectation
NSM,shi f ted is then smeared with a Poisson distribution, to account for the limited
sample size. No shifts are applied if a region has zero Monte Carlo expectation [15,
76, 78].
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FIGURE 4.5: Illustration of the sampling with a simplified reference model. The
Figure shows an exponential distribution with the corresponding uncertainty and

five sampled toys.

The sampling example is illustrated in Figure 4.5. The kinematic distribution is
approximated by exponential distribution, to show the sampling. It is shown that
the uncertainty in the sampled toys corresponds to the uncertainty of the reference
model.

4.1.4 Global overview

To get a broad overview and not focus on the event classes with the strongest devi-
ation, a plot is created that contains the information from all event classes in a given
distribution. Some BSM candidates, such as quantum black hole models [82], could
show a small deviation, but in several different final states, which could be detected
through a global illustration of all event classes [80].
To produce the global overview, a histogram from the p̃ values of all event classes
for a given distribution is built first. This p̃-distribution can be compared with dis-
tributions obtained from pseudo experiments. For each round of toys, the p̃ values
are calculated, comparing the expectation of SM with its shifted version. From these
p̃ values, a new histogram can be built, which represents the null hypothesis. This
process is repeated for each round of toys. To build the global plot, the median, as
well as the 68% and 95% percentiles per bin, are calculated [80]. Additionally a nu-
merical expectation can be calculated, following the assumption that all p̃ values are
uniformly distributed. The analytically expected number of event classes in each bin
can now be evaluated with the lower edge of the bin Blow and the upper edge Bup
and the total number of event classes NEc [80]:

Nbin = (10−Blow − 10−Bup) · NEc (4.12)

The entire process and the resulting global plot can be seen in Figure 4.6. If a sim-
ulated signal is used instead of observed data, shifts for the signal are calculated
because of the uncertainty inherent in the signal. Therefore, the signal is treated in
the same way as the pseudo experiments before. This leads to the fact that the signal
values in the global have uncertainties as well.
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FIGURE 4.6: Illustration of the global p̃ distribution [80]. On the left side, the building of the
global plot is illustrated, where the histogram from the data is first built, resulting in the red
lines in the global plot. Then, for each round of pseudo experiments, a new p̃ histogram is
calculated. Then, for each bin of the pseudo experiment histogram, the median and mean are
calculated and inserted into the global plot as blue (mean) and dashed (median) lines. Then
the one (light blue) and two σ (dark blue) intervals are calculated and inserted as shaded
areas. Finally, the analytical expectation is inserted as a green dashed line. The last bin here
displays the overflow bin. In this example no significant deviation from the SM is indicated.

4.2 Sensitivity study

To demonstrate, quantify and compare the capabilities of the MUSiC analysis sensi-
tivity studies are an important tool. For sensitivity studies no data recorded by CMS
is going to be used, but pseudo-data signals, which are Monte Carlo simulations of
the Standard Model with the extension of a BSM theory. With these informations, it
becomes clear, in which event classes the analysis is sensitive and in which it is not,
potentially leading to improvements.
In this thesis a new search algorithm will be presented. To quantify the capabilities
of the algorithm, a sensitivity study is conducted, using MUSiC as the benchmark
on the same BSM signals. Therefore, the results for the MUSiC algorithm will be
briefly introduced here. A complete analysis on this set of simulated samples has
been done by MUSiC [76] at a luminosity of 35.9 f b1 and by Yannik Kaiser[8] at the
same increased luminosity as this thesis 137.0 f b−1.

4.2.1 W’ sensitivity study

The W’ boson could decay into a lepton and neutrino or into a quark antiquark pair
as discussed in chapter 2. The decay into quarks offer a worse separation of signal
and background, due to the large QCD dijet and multijet crossection [34], therefore
only leptonic decays were simulated in the Signal samples. A leading order Feyn-
man diagram can be seen in Figure 4.7. In CMS such events are reconstructed into
high energy lepton, a large amount of missing transverse energy. Additionally, an
arbitrary number of jets and photons resulting from higher orders of the perturba-
tion theory can be present in the Signal. These procresses are suppressed by the
corresponding coupling factors, see Table 1.1.
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FIGURE 4.7: Feynman diagram of the leading order leptonic decay of the W’ boson.

A typical distribution for the W’ Signal, 1µ + MET, together with the SM back-
ground, is shown in Figure 4.8. The transverse mass distribution shows a clear ex-
cess of Signal over the SM-background. The highest deviation where the SM + signal
exceeds the SM approximately 150 times is around the expected Breit-Wigner peak
at a sum of transverse mass of MT = 2TeV.

0 1000 2000 3000 4000 5000
2−10

1−10

1

10

210

310

410

510

E
ve

nt
s 

/ 1
0 

G
eV

SM + Signal
Signal
W + Jets
Drell-Yan

tt 
Multi-Boson
Single-Top
Multi-Jet
Higgs
 + Jetsγ

CMS
 Simulation Preliminary

 (13 TeV)-1fb137.0 + METµ1

0 1000 2000 3000 4000 5000
Mass / GeV

50

100

150

D
at

a 
/ M

C

FIGURE 4.8: Transverse mass distribution of the 1µ + MET distribution with a W’ (MT =
2TeV). The different process groups of the SM background are indicated.

The global p̃ distributions for the invariant mass distribution, for all W’ masses and
including all event classes, are illustrated in Figure 4.9. The analytical assumption
does not fit the expected SM distribution. This is due to an excess in the first bin,
which consequently translates into deficits in the later bins. This has also been pre-
viously observed and was connected to the minimum yield threshold [10] or an over-
estimation of the uncertainty [76]. Further explanations could be the Veto system or
the problematic samples, but due to the time constraints, this is not further investi-
gated in this Thesis.
In the invariant mass distributions, for all W’ masses, a significant excess of the event
classes can be observed in the last bin. The presence of more low p̃ values than
expected is a clear indication of a deviation from the standard model, which hints
for new physics. The amount of the event classes observed in the last bin decreases
as expected with increasing W’ mass, from the high relative uncertainty in the high
tail of the distributions. For the highest investigated mass of 5 TeV, two event classes
have been found, which is still outside of the expected event class count.
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FIGURE 4.9: Histograms of the p̃-values for the invariant mass kinematic distribution. All
W’ masses under investigation are shown.

FIGURE 4.10: Histograms of the p̃-values for all kinematic distribution
and a W’ mass of 5 TeV.
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In Figure 4.10 the global p̃ distribution is shown for a W’ mass of 5 TeV for all kine-
matic distributions. An excess of event class count for the lowest p̃ bin is observed
in all distributions. The most significant deviation can be seen in the invariant mass
distribution. More p̃-distributions are shown in the Appendix A.1.

A summary of all event classes that exceed a p̃ value less than 3 two-sided standard
deviations is shown in Table 4.3. The significant deviations all occur in the expected
event classes, which are described above. The results are compared with the one
obtained by Yannik Kaiser [8]. In the invariant mass distribution, the detected classes
are similar, with the exception of the "2e+MET" distribution for a mass of 2 TeV. This
event class has been found in the analysis of Yannik Kaiser, but not in the analysis
conducted during this thesis.

4.2.2 Sphaleron sensitivity study

The sphaleron signal investigated in this theses was generated at a sphaleron energy
of Esph = 8 TeV and thus the signal is expected in the high energy tails of the distri-
butions. As discussed in chapter 2, we expect event classes with high multiplicity
in leptons and jets, therefore the distributions of interest are mainly in the inclusive
and jet-inclusive event classes. This thesis investigates the sphaleron signal at dif-
ferent pre-exponential-factors (PEF). The PEF is correlated to the cross sections σ of
sphaleron processes through:

σ = σ0 · PEF (4.13)

With σ0 = 121 fb [40]. A distribution for the sphaleron signal, "2µ + 6jet + X", to-
gether with the SM background, is shown in Figure 4.11, for a small pre-exponential-
factor of 0.01. The transverse momentum distribution shows an excess of signal over
the SM background. The deviation was found by the MUSiC algorithm, even though
the signal is relatively small and in a high uncertainty region.
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FIGURE 4.11: Transverse momentum distribution of the 2µ + 6Jet + X distribution with a sphaleron
(PEF = 0.01). The different process groups of the SM background are indicated.
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The global p̃ distributions for the transverse momentum distribution for all sphaleron
PEF’s and including all event classes, are illustrated in Figure 4.12. The analytical as-
sumption again does not fit the SM distribution perfectly.

In the transverse momentum distributions, for all sphaleron PEF’s an excess of the
event classes, stronger than the combined uncertainty ,can be observed in the last
bin.The amount of the event classes observed in the last bin increases with increas-
ing PEF as expected, to increase of the relative uncertainty in the high tail of the
distributions. For the lowest investigated pre-exponential-factor of 0.01, four event
classes have been found, which is outside of two standard deviations of the expected
event class count.

FIGURE 4.12: Histograms of the p̃-values for the transverse momentum kinematic distribution. All
sphaleron pre-exponential-factors under investigation are shown.

In Figure 4.13 the global p̃ distribution for a PEF of 0.01 is shown for all kinematic
distributions. An excess of event class count for the lowest p̃ bin is observed in
all distributions. For the missing transverse momentum distribution, the excess is
exactly inside two standard deviations. The most significant deviation can be seen
in the transverse momentum distribution. More p̃ distributions are displayed in
Appendix A.2.
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A summary of all event classes exceeding a p̃-value lower than 3 two sided stan-
dard deviations, shown in Table 4.4. All significant deviations occur in the ex-
pected classes, which are described above. The results are compared to the one ob-
tained by Yannik Kaiser [8]. In the transverse momentum distribution, the detected
classes are similar with the exception of the "1e + 1µ + 1bJet + 1Jet + MET + X" and
"1e + 1µ + 3Jet + MET + X" distributions for a PEF of 0.02. The values are likely
only different due to random flucations inherent to the sampling process, leading
to different classes passing the defined threshold. The exact values of the classes
were evaluated and only a small difference from the threshold was detected. Fur-
thermore, "1e + 1bJet + 2Jet + MET + X" and "1e + 1µ + 1bJet + 1Jet + MET + X"
for a PEF of 0.025 have been found in the analysis of Yannik Kaiser, but not, to the
same extent, in the analysis conducted during this thesis.

FIGURE 4.13: Histograms of the p̃-values all kinematic distribution and a PEF of 0.01.
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Signal
Minv ST Pmiss

T

Event class p̃ Event class p̃ Event class p̃
W

’2
Te

V

1µ+1Jet+pmiss
T < 0.0001 1µ+1Jet+pmiss

T < 0.0001 1µ+1Jet+pmiss
T < 0.0001

1µ+pmiss
T < 0.0001 +1µ+pmiss

T < 0.0001 1µ+pmiss
T < 0.0001

1µ+1γ+pmiss
T < 0.0001 1µ+1γ+pmiss

T < 0.0001 1µ+1γ+pmiss
T < 0.0001

1e+pmiss
T < 0.0001 1e+pmiss

T < 0.0001 1e+pmiss
T < 0.0001

1e+1Jet+pmiss
T < 0.0001 1e+1Jet+pmiss

T < 0.0001 1e+1Jet+pmiss
T < 0.0001

1e+1γ+pmiss
T < 0.0001 1e+1γ+pmiss

T < 0.0001 1e+1γ+pmiss
T < 0.0001

1e+2γ+1Jet+pmiss
T < 0.0001 1e+2γ+1Jet+pmiss

T < 0.0001

2e+pmiss
T < 0.0001

1µ+2Jet+pmiss
T < 0.0001

1µ+1bJet+pmiss
T < 0.0001

1e+1bJet+pmiss
T < 0.0001

1e+1bJet+1Jet+pmiss
T < 0.0001

1e+1γ+1Jet+pmiss
T < 0.0001

1e+2Jet+pmiss
T < 0.0001

1e+3Jet+pmiss
T 0.0003

W
’3

Te
V

1µ+1Jet+pmiss
T < 0.0001 1µ+1Jet+pmiss

T < 0.0001 1µ+1Jet+pmiss
T < 0.0001

1µ+pmiss
T < 0.0001 1µ+pmiss

T < 0.0001 1µ+pmiss
T < 0.0001

1e+1Jet+pmiss
T < 0.0001 1e+1Jet+pmiss

T < 0.0001 1e+1Jet+pmiss
T < 0.0001

1e+pmiss
T < 0.0001 1e+pmiss

T < 0.0001 1e+pmiss
T < 0.0001

1µ+1γ+pmiss
T < 0.0001

W
’4

Te
V 1µ+pmiss

T < 0.0001 1µ+pmiss
T < 0.0001 1µ+pmiss

T < 0.0001

1e+pmiss
T < 0.0001 1e+pmiss

T < 0.0001 1e+pmiss
T < 0.0001

W
’5

Te
V 1e+pmiss

T < 0.0001 1e+pmiss
T < 0.0001 1e+pmiss

T < 0.0001

1µ+pmiss
T < 0.0001 1µ+pmiss

T < 0.0001

TABLE 4.3: Table of all exclusive event classes for all kinematic distributions, which have a
p̃-value which is smaller than a two sided uncertainty of 3σ.
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Signal
Minv ST Pmiss

T

Event class p̃ Event class p̃ Event class p̃
PE

F
=

0.
01

1e+6Jet+pmiss
T < 0.0001 1e+6Jet+pmiss

T < 0.0001

2µ+6Jet 0.0002

PE
F

=
0.

02

1e+6Jet+pmiss
T <0.0001 1e+6Jet+pmiss

T <0.0001

1µ+3Jet+pmiss
T 0.0005

1e+5Jet+pmiss
T <0.0001

1µ+1bJet+2Jet+pmiss
T 0.0011 1µ+1bJet+2Jet+pmiss

T 0.0006

1µ+1bJet+3Jet 0.0004

1e+1µ+3Jet+pmiss
T 0.0011

1e+2bJet+1Jet+pmiss
T <0.0001

1e+1µ+1bJet+3Jet 0.0004

1e+1µ+5Jet <0.0001

2µ+6Jet 0.0002

1µ+5Jet+pmiss
T <0.0001

PE
F

=
0.

02
5

1e+6Jet+pmiss
T <0.0001 1e+6Jet+pmiss

T <0.0001

1µ+3Jet+pmiss
T <0.0001

1µ+1bJet+2Jet+pmiss
T <0.0001 1µ+1bJet+2Jet+pmiss

T <0.0001

1e+5Jet+pmiss
T <0.0001

1e+1µ+2bJet+4Jet+pmiss
T 0.0012

1µ+1bJet+2Jet 0.0006

1µ+1bJet+3Jet <0.0001

1e+1µ+2Jet 0.0006

1e+1µ+3Jet+pmiss
T <0.0001

1e+2bJet+1Jet+pmiss
T <0.0001

1e+2bJet+3Jet 0.0004

1e+1µ+1bJet+3Jet 0.0002

1e+1µ+5Jet <0.0001

2µ+6Jet <0.0001

1µ+5Jet+pmiss
T <0.0001

1e+1bJet+3Jet+pmiss
T 0.0004

TABLE 4.4: Table of all inclusive event classes for all kinematic distributions, which have a
p̃-value which is smaller than a two sided uncertainty of 3σ. The "+X" has not been written

in the Event class.
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5 Jensen Shannon Divergence

To evaluate the deviation from CMS data and Monte Carlo Standard Model simula-
tions, a search algorithm which takes the whole distribution into account could be
interesting. Because of the global nature, no Look elsewhere effect is present and no
RoI scan needs to be performed. Therefore, it is expected that the global method has
a shorter calculation time, which could be comparable to the MUSiC integral scan.

5.1 Theory

5.1.1 Probability density function

To evaluate if two kinematic distributions are globally compatible, we approximate
the underlying probability density function (PDF). To achieve this, first the counts N
in each bin N(x) are divided by the width of the bin BW(X). To get to a probability,
we have to normalise the counts through dividing by the sum of the counts. The
probability for each bin p(x) is evaluated as:

p(x) =
N(x)

BW(X)
·
(

∑
x∈χ

N(x)/BW(x)

)−1

(5.1)

where χ is the sample space, in our case our histogram bins.

5.1.2 Kullback–Leibler divergence

The Neyman–Pearson lemma, states that the most powerful method to correctly
evaluate if a test sample Y is drawn from distribution P or Q is the ratio of their
log likelihoods [83]:

H = log(P)− log(Q) = log
(

P(x)
Q(x)

)
(5.2)

The Kullback–Leibler divergence DKL(P||Q) is defined by the expected value of
the method provided by the Neyman–Pearson lemma, given that the test sample
is drawn from P [84]:

DKL = ∑
x∈χ

P(x) · log
(

log(P(x))
log(Q(x))

)
(5.3)

The KL-divergence is known in statistics as a measure of the dissimilarity of a prob-
ability distribution Q from a reference distribution P. The Kullback-Leibler diver-
gence is always positive and no upper bounds exist. The smaller the Kullback-
Leibler divergence, the more similar the two distributions are[83, 84].
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5.1.3 Jensen Shannon divergence

The Kullback–Leibler divergence has two properties, which are not desired in a
model independent search. First, the Kullback-Leiber divergence is not symmetric
and discriminates between the reference distribution P and the tested distribution
Q. In addition, for the comparison between a non-zero probability of the reference
distribution p(x) ≥ 0 and a zero probability of the test distribution the Kullback-
Leiber divergence diverges.
This is solved by the Jensen–Shannon divergence (JSd) [85]. The Jensen-Shannon
divergence measures the dissimilarity of two PDFs and is defined as [86]:

JSd(P||Q) =
1
2

DKL(P||M) +
1
2

DKL(Q||M) (5.4)

where M = (P + Q)/2 is a mixture distribution of P and Q. As defined in equation
5.4, the Jensen–Shannon divergence is symmetric and non divergent. To gain the
interpretation of distance between two PDF’s the Jensen–Shannon Distance (JSD) is
calculated:

JSD =
√

JSd =

√
1
2

DKL(P||M) +
1
2

DKL(Q||M) (5.5)

The JSD is non zero and bounded by 0 ≥ JSD(P||Q) ≥ 1. The main idea, why
we would prefer JSD over the Kullback–Leibler divergence, is that we profit off the
mentioned properties, as well as that if a deviation is strong enough, the deviation
from the mean M should present a strong deviation as well, as illustrated in figure
(5.1).

0.9

FIGURE 5.1: Two normal distributions, with different means(µ) and different uncertainty(σ)
are displayed and the difference between the quotient of the two distributions and quotient

between one distribution and the mean are illustrated.

Another idea why JSD might fit an model unspecific analysis is, because the Kull-
back–Leibler divergence will be positive and negative for different evaluations of P
and Q in each bin. Therefore, the up and down variation caused by the uncertainty
in the measurement cancel out. This results in a small contribution for similar bins
between p and q, but highlights the difference, which itself presents a behaviour
similar to a RoI scan.
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5.1.4 JSD P-Value

In order to calculate a p value, which describes the likelihood of a deviation at least
as likely as the observed one, we need to transform the search metric. To include all
uncertainties, we follow the sample sampling procedure as MUSiC for the post trial
probability (described in Sections 4.1.3.4 and 4.1.3.5).
For this thesis, toys for the SM background and samples for the signals are pro-
duced, and their corresponding JSD value is calculated. With this, the p-value can
be calculated:

pJSD =


Npseudo(JSDpseudo≥JSDdata)

Npseudo
, Npseudo(JSDpseudo ≥ JSDdata) > 0

1
Npseudo

, Npseudo(JSDpseudo ≥ JSDdata) = 0
(5.6)

In figure 5.2 a distribution of JSD values is shown for an exponential distribution.
A roughly Gaussian like shape is recognisable, which is different from the MUSiC
example shown in figure 4.4.

FIGURE 5.2: Illustration of the distribution of the sampled JSD-values of the pseudo exper-
iment. The JSD value for the observed deviation is marked by the black line, and pseudo

experiments with a stronger deviation are marked with a hacked area.

5.2 Evaluation with pseudo distribution

To better understand the JSD algorithm and confirm the desired behaviour, a first
study with controlled pseudo samples is conducted.
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5.2.1 Distributions

For the evaluation in a controlled environment we build our histograms based on a
exponential distribution fexponential(x, λ):

fexponential(x, λ) =

{
1
λ · e−

x
λ x ≥ 0

0, x < 0
(5.7)

Here λ is called scale parameter and is the mean value. This distribution has been
chosen, because it approximates large parts of actual kinematic distributions rela-
tively well (see 4.8) .Then a positive or negative Gaussian signal is added as illus-
trated in figure 5.3.

FIGURE 5.3: Examples of the exponential distributions, with corresponding uncer-
tainty and an injected signals. 2000 Events where drawn from an exponential distri-
bution and with a signal fraction of 10% 200 Events where drawn from a Gaussian
distribution. For the left(right) figure the Gaussian was centered around µ = 7(
µ = 35) and an uncertainty of σ = 2(σ = 2). The resulting observation with the
uncertainty is shown in black. The Exponential PDF is illustrated in green and the

PDF injected signal with the exponential PDF in red.

The uncertainty must be defined to use the full MUSiC framework. Statistical un-
certainty is defined as the uncertainty expected from the Poison distribution σstat =√

N, where N is the number of counts in a bin. In addition, a set of systematic uncer-
tainty’s must be defined in order to use the MUSiC sampling. We therefore define
three arbitrary pseudo systematic uncertainties as:

σsyst,i =
σstat

i + 4
(5.8)

Here σsyst,i is the i-th systematic uncertainty. The uncertainty is then smeared with a
normal distribution with an expected value of µ = 1 and an uncertainty σ = 1.
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5.2.2 1D Evaluation

To evaluate the sensitivity of MUSiC and JSD we compare the MUSiC p̃-value and
the JSD p-value for varying sample sizes, which models a decrease in uncertainty
comparable to the increase in the integrated luminosity. For this we sample 15,000
toys and 3,000 signal samples, from an exponential distribution, modelled with 30
bins and a scale parameter of λ = 10. The sample size describes the number of
events drawn from the exponential distribution. Additionally, a percentage of the
sample size, the signal fraction, is added as the signal.
In Figure 5.4 a comparison can be seen between the MUSiC p̃ and the JSD p value
for different signal fractions. It is shown that the p/p̃ decreases with increasing
sample size. This is expected, since the uncertainty corresponds to the sample size
and therefore a deviation with given relative strength becomes more significant. In
addition, it can be seen that the slope at which the MUSiC p̃ and the JSD p value
decreases, increases with higher signal fraction, as expected.
For this example, it can be observed that the JSD p value is slightly but consistently
lower than the value of MUSiC p̃. Given that the uncertainty is large and the be-
haviour was not always consistent between different signals, no significant devia-
tion is observed and both calculations share a large overlap.

FIGURE 5.4: The calculated p̃ for MUSiC and p for JSD is plotted against the sample size.
Additionally a plot is shown below each figure, which shows the quotient between the two
metrics. Four plots are shown at the same expectation value and same uncertainty for the
injected normal distribution, but with different signal fraction. The different signal fractions

and the parameters of the injected signal are shown in the title

In Figure 5.5 a comparison between MUSiC p̃ and JSD p is illustrated for different
signal standard deviations. The broader signal causes a worse separation between
background and signal and therefore leads to a reduced sensitivity. This is observed
for both MUSiC and JSD.
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FIGURE 5.5: The calculated p̃ for MUSiC and p for JSD is plotted against the sample size.
Additionally a plot is shown below each Figure, which shows the quotient between the two
metrics. Two plots are shown at the same expectation value and same signal fraction for
the injected normal distribution, but with different uncertainty. The signal fractions and the

parameters of the injected signal are shown in the title

In Figure 5.6 a comparison between the MUSiC p̃ and the JSD p value is shown for
two different signal positions. Because the ratio between the signal and the back-
ground increases with the expectation value, for a fixed signal fraction, we expect
the deviation with higher expectation value to be more significant. This is also ob-
served for both MUSiC and JSD.

FIGURE 5.6: The calculated p̃ for MUSiC and p for JSD is plotted against the sample size.
Additionally a plot is shown below each figure, which shows the quotient between the two
metrics. Three plots are shown at three different expectation value and the same uncertainty
and signal fraction for the injected normal distribution . The signal fractions and the param-

eters of the injected signal are shown in the title
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In Figure 5.7 a comparison between the MUSiC p̃ and the JSD p value for a con-
structive and destructive signal is illustrated. We would generally expect a similar
behaviour for positive and a negative signal, which can be observed for both MUSiC
and JSD. It can be seen that the last p̃-value in both distributions is higher than the
JSD p-value.

FIGURE 5.7: The calculated p̃ for MUSiC and p for JSD is plotted against the sample size.
Additionally a plot is shown below each Figure, which shows the quotient between the two
metrics. Two plots are shown at the same expectation value, same uncertainty and signal
fraction for the injected normal distribution. On the left a constructive Signal is injected,
while on the right a destructive signal is added. The signal fractions and the parameters of

the injected signal are shown in the title

5.2.3 2D Evaluation

To evaluate the potential of a multidimensional scan, a comparison of the result of
a one-dimensional scan to a two-dimensional scan, based on the Jensen-Shannon
divergence, was made. A similar procedure as previously is conducted, sampling
pseudo events, for which the X coordinate and the Y coordinate are assumed to be
uncorrelated, from an exponential distribution with a scale parameter λ = 10. In the
same way, we sample a fraction of the events with uncorrelated Gaussians for X and
Y and add them to the background. We then perform three p-value calculations, one
for each dimension and one taking both dimensions into account. In this process,
we grouped the data into five bins per dimension.
This is illustrated in Figure 5.8, where we can see two samples of 2D distributions
and their corresponding evaluation. For a symmetric signal, a stronger sensitiv-
ity and steeper slope, exceeding the combined uncertainty can be noticed. For the
signal with the unsymmetrical expectation value of µ = [53, 35] a lower p-value is
estimated by the one dimensional JSD where the deviation is at the tail.



5.3. Evaluation on simulated data 37

FIGURE 5.8: A sample distribution for 5.000 events sampled from an exponential distribu-
tion and injected signal with signal fraction of 3% is shown in the upper plots. Shown below
is their corresponding evaluation. Two one dimensional evaluation and a two dimensional

evaluation is shown.

5.3 Evaluation on simulated data

To evaluate and compare the JSD algorithm, a sensitivity study is performed. The
same procedure and samples as discussed in Chapter 4 is used.

5.3.1 Merging and Veto

The higher complexity of real event classes can lead to unwanted effects. For exam-
ple, classes without injected signal can be misdetected as deviating from the Stan-
dard Model through the sampling process. If the relative uncertainty is high or only
a few bins are occupied, the distribution will change strongly through the sampling,
which can cause the JSD or MUSiC algorithm to detect an event class, which is in
accordance with the Standard Model, to appear as deviating. An example of the
resulting p-value distribution is shown in Figure 5.10. Some classes that caused
problematic behaviour are illustrated in Figure 5.9. On the left side an example with
a small MC yield is shown. The second example shows a very high uncertainty. This
is due to an erroneous calculation of the muon resolution, which can cause a relative
uncertainty of more than 100.
To solve these issues, a merging algorithm has been developed to ensure that only
bins of high quality, defined by the event yield and the relative uncertainty, are eval-
uated. The merging algorithm starts from the right side merging towards the left
side. Therefore, single bins with high relative uncertainty can still be evaluated. The
merging occurs in multiple steps:

1. We merge until we reach a Monte Carlo yield of 0.1. This is intended to guar-
antee that enough information is obtained in the simulation process. This is
not the complete truth, since we work with scaled Monte-Called and the un-
weighted Monte-Carlo event yield preferable, but was not implemented due
to time constraints.
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2. Then we examine the relative systematic uncertainty. If the relative uncertainty
is below one, we add the bin to our final distribution. If the relative system-
atic uncertainty is between one and five, we continue merging. If the relative
systematic uncertainty is above five, we have to discard the bin. This has been
done, because of the faulty calculated uncertainty’s, which would lead all later
bins having a too high uncertainty.

3. At last, it is checked if the resulting distribution has at least five bins, in order
to analyse a full distribution.

FIGURE 5.9: Kinematic distributions to illustrate problematic conditions, which can lead to
faulty calculations. In the left plot a very low occupied event class is shown, which is not
robust against sampling. On the right a plot is shown, where in the low sum of transverse

momentum region high uncertainties are observed.

FIGURE 5.10: P-value distribution for event classes without a veto system. A high amount
of strongly deviating event classes can be observed for the SM expectation.
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5.3.2 Evaluation

The Jensen-Shannon Distance is evaluated on the same CMS simulation samples as
previously MUSiC. First, the two-dimensional comparison graph of the JSD p values
and the MUSiC p̃ values in Figure 5.11 must be investigated to evaluate and under-
stand the distribution of the corresponding metric and to see the correlation between
JSD and MUSiC. In the histograms, the first bin of MUSiC and Jensen-Shannon Dis-
tance has a high amount of event classes due to the vetoing. For p̃ values between
0.6 and 0.9 MUSiC shows a relatively constant number of event classes. Around 0.5
a peak is observed for MUSiC. The last bins are again more occupied because there
is a signal present. Jensen Shannon generally shows a similar behaviour, but the
second bin is empty, and it shows significantly less events in the last bin, with the
highest deviation and a more dominant peak around 0.5.
In the lower left quadrant, where the p-value is low, indicating a deviation, little
correlation between MUSiC and Jensen Shannon is visible. The amount of event
classes in the last bin is significantly greater for MUSIC than for JSD. This can also
be observed in Figure 5.12, where the global distributions of p / p̃ distributions are
shown. While for MUSiC a clear deviation can be observed, JSD does not show
a significant difference between SM expectation and signal, except for the missing
transverse momentum distribution, where a small excess is visible.
The sensitivity of the JSD search algorithm for the CMS simulations is significantly
lower compared to MUSiC. Since in the controlled environment MUSiC and JSD
showed similar sensitivity, the difference between the simulations and the controlled
environment must be evaluated. In addition to the more complex shape of the dis-
tributions and the signal, the main difference between the simulations and the con-
trolled environment is the existence of a systematic uncertainty.
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FIGURE 5.11: Illustration of the distribution of the median JSD p-values and MUSiC p̃-
values. In the middle Figure each data point represents an event class in one of the three
kinematic distribution. In both axes a histogram of the values is shown, representing the
p/p̃ distribution. This example is for all event classes, all kinematic distributions and for the

W’ (MW ′ = 2 TeV) example
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FIGURE 5.12: Comparison of the Histograms of the global p̃ and p distributions for all kine-
matic distributions and the W’ (MW ′ = 2 TeV) samples. The green distributions correspond

to the regularised JSD evaluation and the blue distributions to the MUSiC evaluation.
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6 Adjusted Jensen Shannon Divergence

To incorporate the systematic uncertainty to the Jensen-Shannon Distance, we add
a weight factor proportional to the total relative uncertainty, which we will refer to
as regularisation. In order to keep the symmetry of JSD, the regularisation is per-
formed at the level of the Kullback-Leibler-divergence. We use the total uncertainty
of the Standard Model σSM weighted by the counts in the corresponding bin of the
P sample Np. The idea is to decrease the importance of the bin according to the
total uncertainty weighted by the events in the bin. Therefore, bins with a strong
deviation relative to the uncertainty become more important.

DR
KL(P||Q) = ∑

x∈χ

e−α· σSM(x)
NP(x) · P(x) log

(
P(x)
Q(X)

)
(6.1)

Here α is a hyperparameter that scales the strength of the regularisation and that
must be optimised. This implementation has the desirable property, that if the un-
certainty would vanish, we would return to the original Jensen-Shannon Distance:

lim
σSM→0

DR
KL(P||Q) = DKL(P||Q) (6.2)

With the adjusted Kullback-Leibler-divergence, the regularised Jensen Shannon Dis-
tance is defined as:

JSDR =

√
1
2

DR
KL(P||M) +

1
2

DR
KL(Q||M) (6.3)

6.1 Evaluation on simulated Data

6.1.1 Hyperparameter optimisation

To roughly estimate the hyperparameter in order to conduct further studies, α is
varied and we compare to the amount of event classes, deviating more than a 2 sided
3 σ. This is shown in Figure 6.1, for all studied variations of W’ and Sphaleron. The
number of JSD event classes show a steep slope from low hyper parameter, reaching
a relatively constant area around α ≈ 500 - 5000 and then decreasing steeply again.
The position of the plateau region is roughly similar for all signal samples and the
large covered α interval by the plateau show the robustness of the method.
A better estimation of the hyperparameter needs a broader range of signal samples,
to test robustness against different signal shapes, as well as repeated calculations per
α to estimate the uncertainty on the metric.
Given that this way to determine the hyperparameter is still to some degree model
dependent, future iterations of this work could profit from the development of a
model independent metric to evaluate α.
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FIGURE 6.1: Comparison of the hyper parameter and the amount of event classes deviating
more than three two sided standard deviations. The number of JSD event classes is shown

for all W’ and sphaleron samples investigated in this thesis.

6.1.2 Overview

Regularised JSD is evaluated on the CMS simulation samples. First, the two-dimensional
comparison plot of the JSD p values and the MUSiC p̃ in Figure 6.2 is investigated.
The plot shows that both methods have a large amount of vetoed event classes, as
can be observed in the first bins of the histogram. A strong difference between MU-
SiC and the adjusted JSD is observed for high p values in the area of approximately
0.5 - 1. While MUSiC shows a relatively constant number of event classes as ex-
pected, the regularised JSD shows nearly no event classes in that area, deviating
from the new hypotheses expectation. From 0.5 - 0, the histograms look rather simi-
lar, while MUSiC has fewer events between the lowest p-value and 0.5. Generally, a
stronger correlation can be observed, especially in the region of low p-values.

FIGURE 6.2: Illustration of the distribution of the median JSD p-values and MUSiC p̃-values.
In the middle figure, each data point represents a kinematic distribution of an event class.
On both axes, a histogram of the values is shown, representing the p/p̃ distribution. This

example is for all event classes, all kinematic distributions and for W’ (MW ′ = 2 TeV)
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JS / MUSiC / Overlap Invariant mass SumPT MET Total
W’ 2 TeV 19 / 18 / 18 20 / 20 / 20 28 / 30 / 25 67 / 68 / 63
W’ 3 TeV 9 / 13 / 9 7 / 11 / 7 8 / 11 / 7 24 / 35 / 23
W’ 4 TeV 4 / 5 / 4 4 / 4 / 4 3 / 2 / 2 11 / 11 / 10
W’ 5 TeV 4 / 3 / 3 3 / 3 / 2 2 / 2 / 2 9 / 8 / 7

Sphaleron 1.0 % 16 / 1 / 1 32 / 1 / 0 0 / 0 / 0 48 / 2 / 1
Sphaleron 2.0 % 42 / 4 / 3 64 / 6 / 3 5 / 0 / 0 111 / 10 / 6
Sphaleron 2.5 % 52 / 7 / 6 78 / 11 / 8 8 / 1 / 1 138 / 19 / 15
Sphaleron 5.0 % 115 / 23 / 20 155 / 32 / 29 24 / 6 / 3 294 / 61 / 52

TABLE 6.1: Number of event classes exceeding a p | p̃ of more than a two sided
3 σ. This table is classified per kinematic distribution and displays the results for
all examined signal samples. The overlap describes the case where a class deviates

more than the threshold for MUSiC and JSD.

JS / MUSiC / Overlap Exclusive Inclusive Jet inclusive Total
W’ 2 TeV 22 / 25 / 21 23 / 22 / 21 22 / 21 / 21 67 / 68 / 63
W’ 3 TeV 9 / 13 / 9 8 / 11 / 7 7 / 11 / 7 24 / 35 / 23
W’ 4 TeV 6 / 6 / 6 2 / 2 / 2 3 / 3 / 2 11 / 11 / 10
W’ 5 TeV 6 / 4 / 4 1 / 2 / 1 2 / 2 / 2 9 / 8 / 7

Sphaleron 1% 0 / 0 / 0 39 / 2 / 0 9 / 0 / 0 48 / 2 / 1
Sphaleron 2% 0 / 0 / 0 112 / 19 / 15 26 / 0 / 0 138 / 19 / 15
Sphaleron 5% 0 / 0 / 0 221 / 50 / 42 73 / 11 / 10 294 / 61 / 52

TABLE 6.2: Number of event classes exceeding a p | p̃ of more than a two sided 3 σ.
This table is classified per event class type and displays the results for all examined
signal samples.Overlap describes the case where a class deviates more than the

threshold for MUSiC and JSD.

The amount of event classes with a deviation of more than 3 σ are displayed in Table
6.1 and in Table 6.2. In Table 6.1 the event classes are categorised by the kinematic
distribution. Generally, most of the classes found by MUSiC, were found as well
by JSD. The total overlap per signal sample ranges from 50%, where one of two
deviating classes was not found, to 96 %, with a mean coverage of 76%. It can be
observed that the difference between the overlap and the event classes found by
MUSiC is significantly higher for the Sphaleron samples than for the W’ sample.
It can be further noted that the number of event classes for W’ is relatively similar
for both MUSiC and JSD, while JSD finds more event classes for sphaleron samples.
This will be evaluated in more detail in Section 6.1.4.
In total, 819 exclusive, 952 inclusive and 901 Jet inclusive classes are present in the
analysis. In Table 6.2 the deviating classes are separated by their event class type.
While for the W’ samples a relatively even split between the event class type is ob-
served, for sphaleron, no exclusive event classes with a deviation are observed as
expected (see chapter 2). Most classes with an observed deviation are as expected in
the inclusive class, while some deviations are observed for the jet-inclusive class.

6.1.3 W’ sensitivity studies

For the W’ sample, the most interesting sample, which corresponds to the mass of
MW ′ = 5Tev will be discussed. It is the most difficult to detect and closest to the
current lower mass limit [36]. Illustrations of other samples corresponding to other
masses can be found in the Appendix C.



6.1. Evaluation on simulated Data 45

The comparison of the global JSD p and MUSiC p̃ distribution is shown in Figure 6.3.
The distributions for both JSD and MUSiC are similar in the median SM expectation
and in signal. Both distributions show more event classes within the SM expectation
in the first bin, as discussed previously, than the uniform expectation and a deficit in
the following bins.

FIGURE 6.3: Comparison of the Histograms of the global p̃ and p distributions for all kine-
matic distributions and the W’ (MW ′ = 5TeV) samples. The green distributions correspond

to the regularised JSD evaluation and the blue distributions to the MUSiC evaluation.

As can be seen in Table 6.1, three classes deviate from the threshold of 3 σ between
JSD and MUSiC. The first event class "1µ + 1MET" shows a difference between the
two algorithm in the Invariant Mass and the transverse momentum distribution,
where in both variables JSD detects a more significant deviation. This is one of the
main channels into which W’ decays, which has been detected for lower W’ masses
by both algorithms. Furthermore, this event class is found in the missing transverse
momentum kinematic distribution for both MUSiC and JSD. The distributions are
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shown in Figure 6.4. Both distributions show a clear excess of signal over back-
ground, primarily in a region where very little SM background is detected, here the
signal exceeds the background up to 200 times. For the invariant mass distribution,
no region from (1540-5410) to (5410 - 6880) is vetoed. For the transverse momentum
distribution, the only relevant region vetoed is (5410 - 13000). Because of the low
statistics, in some cases, no integer bin count was sampled in the relevant region,
leading to a nonsignificant deviation in the MUSiC analysis.

FIGURE 6.4: Invariant mass and transverse momentum distributions of the 1µ + 1MET
event class for MW ′ = 5TeV. The calculated JSD p-value and MUSiC p̃ are stated above the

figures.

FIGURE 6.5: Transverse momentum distributions and uncertainty of the 1e + 1MET + X
event class for MW ′ = 5TeV. The calculated JSD p-value and MUSiC p̃ are stated above the

figure.

The distribution in which MUSiC detects a more significant deviation is 1e+ 1MET+
X for the missing transverse momentum variable. The distribution and its uncer-
tainties are shown in figure 6.5. Here, an excess of signal of up to 20 times the
background is visible. Given the lower difference between SM expectation and the
higher uncertainty compared to Figure 6.5, a smaller deviation is expected. Through
merging, the majority signal is reduced to the singular bin, which makes the whole
distribution not different enough for the JSD to recognise the deviation as definite as
MUSiC.
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6.1.4 Sphaleron sensitivity studies

For the sphaleron samples, the lowest pre-exponential-factor (PEF = 0.01) is exam-
ined, since it is the most difficult to detect. Illustrations of further samples corre-
sponding to other pre-exponential-factors can be found in the Appendix C.2.

FIGURE 6.6: Comparison of the Histograms of the global p̃ and p distributions for all kinematic
distributions and the sphaleron (PEF = 0.01) samples. The green distributions correspond to the

regularised JSD evaluation and the blue distributions to the MUSiC evaluation.

The comparison of the global JSD p and MUSiC p̃ distribution is shown in Figure 6.6.
The distributions for both JSD and MUSiC appear similar, both in the median SM
expectation and in the signal. For the evaluated signal, while the shape is similar, a
clear difference between MUSiC and JSD is visible. The number of event classes with
a low p value found by the regularised JSD far exceeds the classes found by MUSiC.
JSD even shows bins prior to the last bin, which exceed the combined uncertainty
of the background and the signal, hinting that with a stronger PEF more classes will
reach the highest quantified deviation, in the last bin.
The class where MUSiC shows a stronger deviation for a PEF of 0.01 is 1e + 6Jet +
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1MET + X in the missing transverse momentum distribution. This is a class where
due to the final state, a deviation is expected. The class is detected in the invariant
mass distribution by MUSiC (p̃ = 0.0014 ) and JSD (p ≤ 0.0001) and is also detected
by JSD for every higher PEF. Furthermore, the inclusive class 1e + 6Jet + X, which
is a subset of 1e + 6Jet + 1MET + X, is found only by JSD but not by MUSiC. The
distribution is shown in Figure 6.7, where there is a deviation of up to five times
the signal compared to the background. Due to the high observed uncertainty, the
JSD merge procedure leads to failure. Many bins with a relative uncertainty of more
than 10 are observed, and in the region of interest, the uncertainty is always above
one, which leads to continuous merging.

FIGURE 6.7: Invariant mass and transverse momentum distributions of the 1e + 6Jet +
1MET + X eventclass for PEF = 0.01. The calculated JSD p-value and MUSiC p̃ are stated

above the figures.

In Figure 6.8 two classes are shown in which Jensen-Shannon shows a stronger de-
viation than MUSiC. Both classes show a high relative excess but a low event count.
Since no significant regions are vetoed, it is not clear why JSD is more sensitive in
these cases.
In Figure 6.9 one extreme example is shown, where MUSiC does not show a signif-
icant deviation, even for a pre-exponential-factor of 0.05, in an event class, contrary
JSD already detects it at a PEF of 0.01. Here, every region starting from 2990 GeV or
higher is vetoed because of the adaptive coverage threshold, making it impossible
for MUSiC to detect the deviation.
The adaptive coverage threshold was introduced to reduce the effect of high uncer-
tainty and low event count for the calculation of the post trial p-value [73, 80] and is
defined as:

σSM

NTrue
< max(0.5, min(5.0, 1.2 · N−0.2

SM )) (6.4)

Contrarily in the current MUSiC analysis code it is defined as:

σSM

NTrue
< min(1.0, max(1.2 · N−0.2

SM , 0.5)) (6.5)

A change back to the original adaptive coverage threshold, as defined in the MUSiC
analysis notes, does not change the results for the 1e+ 1bJet+ 5Jet+ MET + X event
class. For many more classes like 1µ+ 5Jet+X, 1e+ 1µ+ 4Jet+ 1MET +X and 2µ+
6Jet + 1MET + X, all region with strong signal background separation are vetoed
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by the adaptive coverage threshold. The mentioned event classes can be found in
Appendix C.3.

FIGURE 6.8: Invariant mass distribution of 1e+ 5Jet+ 1MET+X and transverse momentum
distributions of the 1e + 1µ + 2Jet + 1MET + X event class for PEF = 0.01. The calculated

JSD p-value and MUSiC p̃ are stated above the figures.

FIGURE 6.9: Transverse momentum distributions and uncertainty of the 1e + 1bJet + 5Jet +
1Met + X event class, for a sphaleron sample with PEF = 0.05. The calculated JSD p-value

and MUSiC p̃ are stated above the Figure.
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7 Conclusion and Outlook

In this thesis, a new method to evaluate a deviation within the MUSiC framework
has been studied and compared to the MUSiC search algorithm. The new method
showed promising results with simplified pseudo distributions, while possible op-
timisation through a multivariate approach is discussed briefly. The general advan-
tage of the new method is the reduced computation time, compromised by the lack
of the Region of Interest to be determined, still JSD shows at least similar perfor-
mance as MUSiC, in the signal samples and conditions studied in this thesis. This
is a minor deficit, since a detected deviation in a certain event class would trigger a
dedicated analysis.
With simulated samples corresponding to the standard model expectation, low sen-
sitivity and low correlation to MUSiC was observed. This has been corrected with
the introduction of a regularisation. To compensate for problematic distributions
and only evaluate bins with at most a given relative uncertainty to obtain more ro-
bustness in the sampling procedure, a merging algorithm was implemented. The
final results of the W ′ sensitivity studies, between MUSiC and JSD, are comparable.
For Sphaleron samples, the new algorithm showed good performance in finding
most of the classes that MUSiC does find and many more in addition. The classes
found by MUSiC and not by the regularised Jensen-Shannon algorithm, related to
the merging algorithm. The reason why MUSiC did not detect many classes is due
to the adaptive coverage threshold veto. This could give a hint of how to adjust this
veto in future MUSiC analyses. If Jensen-Shannon could become a complementary
test, the following improvements could be evaluated:

• Rework and optimise the merging algorithm. Many classes were not detected
due to the merging procedure, which in areas of high uncertainty reduces the
separation between signal and background. The total amount of unweighted
MC events should be taken into account, as well as a study on the relative
uncertainty cuts should be performed.

• An upgrade from Jensen-Shannon to H-Divergence [87] could be made. H-
divergences are broader classes of divergences where Jensen Shannon is a limit
for a specific set of hyperparameters. This has been studied and has a higher
sensitivity in the examples evaluated by the seminal paper [87].

• Improved sensitivity has been shown for certain examples in a multivariate
approach, therefore a study on CMS data, taking multiple kinematic distribu-
tions as input, could be promising.

To conclude, a promising new algorithm to quantify deviations between distribu-
tions has been studied within the MUSiC framework.There are possibilities to fur-
ther enhance the sensitivity are possible, which leaves the Jensen-Shannon Distance
as an interesting candidate for complementary approach to the Model Unspecific
Search in CMS. This could be used to determine weaknesses in the MUSiC frame-
work, and a study on real data could reveal interesting event classes.
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A Model Unspecific Search in CMS
A.1 Sensitivity study - W’

FIGURE A.1: Histograms of the p̃-values for the sum of transverse momentum
kinematic distribution. All W’ masses under investigation are shown.

FIGURE A.2: Histograms of the p̃-values for the missing transverse momentum
kinematic distribution. All W’ masses under investigation are shown.
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A.2 Sensitivity study - Sphaleron

FIGURE A.3: Histograms of the p̃-values for the transverse momentum kinematic
distribution. All sphaleron pre exponential factors under investigation are shown.

FIGURE A.4: Histograms of the p̃-values for the transverse momentum kinematic
distribution. All sphaleron pre exponential factors under investigation are shown.
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B Jensen Shannon Divergence
B.1 Evaluation with pseudo samples

FIGURE B.1: The calculated p̃ for MUSiC and p for JSD is plotted against the sample size.
Additionally, a plot is shown below each figure, which shows the quotient between the two
metrics. Four plots are shown with the same expectation value and uncertainty for the in-
jected normal distribution, but with different signal fractions. The different signal fractions

and the parameters of the injected signal are shown in the title.
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FIGURE B.2: The calculated p̃ for MUSiC and p for JSD is plotted against the sample size.
Additionally, a plot is shown below each figure, which shows the quotient between the two
metrics. Four plots are shown with the same expectation value and uncertainty for the in-
jected normal distribution, but with different signal fractions. The different signal fractions

and the parameters of the injected signal are shown in the title.



62 Appendix B. Jensen Shannon Divergence

FIGURE B.3: The calculated p̃ for MUSiC and p for JSD is plotted against the sample size.
Additionally, a plot is shown below each figure, which shows the quotient between the two
metrics. Four plots are shown with the same expectation value and uncertainty for the in-
jected normal distribution, but with different signal fractions. The different signal fractions

and the parameters of the injected signal are shown in the title.
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FIGURE B.4: The calculated p̃ for MUSiC and p for JSD is plotted against the sample size.
Additionally, a plot is shown below each figure, which shows the quotient between the two
metrics. Four plots are shown with the same expectation value and uncertainty for the in-
jected negative normal distribution, but with a different signal fraction. The different signal

fractions and the parameters of the injected signal are shown in the title.
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C Adjusted Jensen Shannon Divergence
C.1 Sensitivity study - W’

FIGURE C.1: Comparison of the Histograms of the global p̃ and p distributions for all kine-
matic distributions and the W’ (MW ′ = 2TeV) samples. The green distributions correspond

to the regularised JSD evaluation and the blue distributions to the MUSiC evaluation.
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FIGURE C.2: Comparison of the Histograms of the global p̃ and p distributions for all kine-
matic distributions and the W’ (MW ′ = 3TeV) samples. The distributions in green correspond

to the regularised JSD evaluation and the distributions in blue to the MUSiC evaluation.
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FIGURE C.3: Comparison of the Histograms of the global p̃ and p distributions for all kine-
matic distributions and the W’ (MW ′ = 4TeV) samples. The distributions in green correspond

to the regularised JSD evaluation and the distributions in blue to the MUSiC evaluation.



C.2. Sensitivity study - Sphaleron 67

C.2 Sensitivity study - Sphaleron

FIGURE C.4: Comparison of the Histograms of the global p̃ and p distributions for all kinematic
distributions and the sphaleron (PEF = 0.02) samples. The distributions in green correspond to

the regularised JSD evaluation and the distributions in blue to the MUSiC evaluation.
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FIGURE C.5: Comparison of the Histograms of the global p̃ and p distributions for all kinematic
distributions and the sphaleron (PEF = 0.025) samples. The distributions in green correspond to

the regularised JSD evaluation and the distributions in blue to the MUSiC evaluation.
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FIGURE C.6: Comparison of the Histograms of the global p̃ and p distributions for all kinematic
distributions and the sphaleron (PEF = 0.05) samples. The distributions in green correspond to

the regularised JSD evaluation and the distributions in blue to the MUSiC evaluation.
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C.3 Sphaleron event classes

In this section, more event classes are presented, which are not detected by MUSiC(>̃0.1)
but by JSD(p < 0.001) are presented.
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