
S E A R C H F O R D A R K M AT T E R A N D W ’

I N T H E F I N A L S TAT E W I T H O N E

M U O N A N D M I S S I N G T R A N S V E R S E

E N E R G Y W I T H C M S

V O N

S Ö R E N E R D W E G

M A S T E R A R B E I T I N P H Y S I K

V O R G E L E G T D E R
FA K U LTÄT F Ü R M AT H E M AT I K , I N F O R M AT I K U N D

N AT U RW I S S E N S C H A F T E N D E R RW T H A A C H E N

I M D E Z E M B E R 2 0 1 3

A N G E F E RT I G T I M
I I I . P H Y S I K A L I S C H E N I N S T I T U T A

B E I
P R O F. D R . T H O M A S H E B B E K E R

Z W E I T G U TA C H T E R
P R O F. D R . C H R I S T O P H E R W I E B U S C H





A B S T R A C T

This thesis describes the search for new physics in the transverse mass spectrum of events
with one muon and missing transverse energy in the final state of proton-proton collisions.
The studied data were recorded 2012 with the CMS detector at the LHC accelerator at a
center of mass energy of

√
s = 8TeV and correspond to an integrated luminosity of 20 fb−1.

The transverse mass spectrum of the observed data was compared to a simulation of Standard
Model processes.

As no indication for new physics beyond the Standard Model of particle physics was
found, exclusion limits were set. Two models of new physics were studied in this analysis,
first the production of new heavy charged vector bosons W ′, which decay into a muon and
a neutrino and second the pair production of particles χ which are Dark Matter candidates,
which recoils against a Standard Model W boson that decays into a muon and a neutrino.

On the W ′ model a mass limit of MW ′ > 3.35TeV was set, while on the interaction scale Λ
of the Dark Matter pair production, different limits from Λ > 300GeV to Λ > 1050GeV were
set. Limits were also set on the proton-proton cross section and the Dark Matter-nucleon
cross section for the Dark Matter model.

Z U S A M M E N FA S S U N G

Diese Arbeit beschreibt die Suche nach neuer Physik im transversalen Massenspektrum von
Ereignissen mit einem Myon und fehlender Transversalenergie im Endzustand von Proton-
Proton Kollisionen. Die untersuchten Daten wurden 2012 mit dem CMS-Detektor am LHC-
Beschleuniger mit einer Schwerpunktsenergie von

√
s = 8TeV aufgenommen und entspre-

chen einer integrierten Luminosität von 20 fb−1. Das transversale Massenspektrum der beob-
achteten Daten wurde mit Simulationen von Standardmodell-Prozessen verglichen.

Da keine Hinweise auf neue Physik gefunden wurden, wurden Ausschlussgrenzen gesetzt.
Zwei Modelle für neue Physik wurden in dieser Arbeit untersucht, erstens die Produktion
von neuen schweren geladenen Vektorbosonen W ′, die in ein Myon und Neutrino zerfallen,
und zweitens die Paarproduktion von Teilchen χ die Kandidaten für Dunkle Materie sind
und zur Impulserhaltung die gleichzeitige Produktion eines Standardmodell W Boson , dass
dann in ein Myon und Neutrino zerfällt.

Auf das W ′ Modell wurde eine Massengrenze von MW ′ > 3.35TeV gesetzt und auf die
WechselwirkungsskalaΛ der Paarproduktion von Dunkler Materie Teilchen wurden verschie-
dene Grenzen von Λ > 300GeV bis zu Λ > 1050GeV gesetzt. Auch auf die Proton-Proton
und Dunkle Materie-Nukleon Wechselwirkungsquerschnitte wurden Grenzen gesetzt.
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1
I N T R O D U C T I O N

The Standard Model of particle physics is a very successful theory which withstands every
test of measurement since its finalization in the 1970s, but leaves some open questions. To
answer these questions, it is worthwhile to search for physics beyond the Standard Model, in
which this analysis is a small part.

This thesis presents the results of the search for new physics in proton-proton collision
events, recorded with the CMS detector at the CERN LHC accelerator. The data was recorded
in 2012 at a center of mass energy of

√
s = 8TeV and corresponds to an integrated luminosity

of 20 fb−1. In this thesis, the results of the analysis of collision events with one high energy
muon and missing transverse energy are presented. The results are interpreted in two new
physics models. The first model is the production of new heavy charged gauge bosons W ′

which decay into a muon and a neutrino. The second model is the pair production of two
undetectable Dark Matter candidate particles χ, recoiling against a Standard Model W which
decays to a muon and a neutrino.

This analysis is the latest in a series of W ′ analyses started with an analysis at the Tevatron
[1, 2] in the electron channel at a center of mass energy of

√
s = 1.96TeV which resulted

in a W ′ mass limit of MW ′ > 1.12TeV. With the first LHC collision data at
√
s = 7TeV

in 2010 [3, 4] a mass limit of MW ′ > 1.4TeV was derived, and was improved in 2011 [5]
to MW ′ > 2.5TeV. The analysis of 2012 data presented in this thesis was published in
combination with the complementary analysis in the electron channel in Ref. [6], where also
other possible interpretations of the single muon plus missing transverse energy like helicity
non conserving contact interactions or split-universal extra dimensions are studied.

For the Dark Matter model this is the first analysis in the muon plus missing transverse
energy final state and it was published in combination with the electron channel in Ref. [7].

This thesis is structured by first introducing the experimental setup of the LHC accelerator
and the CMS detector (Sec. 2). In Sec. 3 the theoretical aspects of the analysis are summarized,
starting with the Standard Model (Sec. 3.1) which describes the background for this analysis.
This is followed by the open questions of the Standard Model which lead to theories beyond
the Standard Model, which are studied in this analysis, W ′ and Dark Matter (Sec. 3.2). The
object reconstruction, identification and correction of the muon and missing transverse en-
ergy are explained in Sec. 4. In the following section (Sec. 5) the data and simulation samples
used for this analysis are introduced. In Sec. 6 the kinematic selection of signal events is ex-
plained which results in the final transverse mass distribution. The systematic uncertainties
and the procedure to calculate limits from the transverse mass distribution is also introduced.
The limits on the W ′ and Dark Matter theory are summarized in Sec. 7. Conventions that
are used in this analysis are explained in Sec. A.4 in the Appendix.
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2
E X P E R I M E N TA L S E T U P

In this section the experimental setup for this analysis is summarized. The first part gives
a short introduction in the LHC accelerator (section 2.1) and the second part introduces the
CMS detector and its infrastructure (section 2.2).

2.1 L H C

The Large Hadron Collider (LHC) is the particle accelerator with the highest beam energy
in the world and is located at the European center for nuclear research (CERN) near Geneva,
Switzerland. Detailed information on the accelerator can be found in Ref. [8].

At the beginning of the accelerator chain, protons are produced by ionizing hydrogen. The
protons are then accelerated in bunches first by a linear accelerator (LINAC 2) and then by
three ring accelerators (BOOSTER, PS, SPS) before they are accelerated in the LHC to their
final energy of 4 TeV (in 2012) and brought to collision at 4 points in the LHC ring. An
overview of this whole accelerator chain and also the other beam targets, users and sources
at CERN are shown in Fig. 2.1.

Figure 2.1: CERN accelerator complex: shown are the different accelerators at CERN, their year of
construction and for ring accelerators their circumference [9].

At one of the collision points of the LHC the CMS detector is located, which recorded the
data used in this analysis. In 2012, the LHC delivered an integrated luminosity of ∼ 24 fb−1

(from which 20 fb−1 were recorded) at a center of mass energy of
√
s = 8 TeV of proton-

proton collisions which is the dataset in this analysis. This data was recorded with a peak
instantaneous luminosity of 7.67× 10

33 cm−2s−1 and a bunch spacing of 50ns, which results
in many collisions (mean ∼ 16) at the same bunch crossing. These interactions occur in
addition to the interesting physics events and are called pile-up events.

2
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2.2 C M S

The Compact Muon Solenoid (CMS) is a multi-purpose detector at the LHC. An overview
picture of CMS is shown in Fig. 2.2 (for the definition of the coordinate system see Sec. A.4.1).
CMS is designed to have a large geometric coverage of the interaction region and is divided
into a barrel region and two endcaps. This general design concept is driven by the choice
of the magnet which bends the tracks of charged particles to measure there momentum.
The magnet in CMS is a superconducting solenoid which produces a homogenous magnetic
field parallel to the beam direction at a field strength of 3.8 T inside the solenoid. Inside the
solenoid is first, nearest to the interaction point, the silicon tracker (section 2.2.1) followed by
the electromagnetic calorimeter (ECAL) and the hadronic calorimeter (HCAL). The tracker is
used to measure the tracks of charged particles to reconstruct the momentum, the calorime-
ters are used to measure the energy of particles, via electromagnetic showers in the ECAL
and via hadronic showers in the HCAL. Outside of the solenoid are the iron layers of the
return yoke for the magnetic field. Integrated into the iron layers is the muon system (sec-
tion 2.2.2) to detect muons which are the only Standard Model particles which can reach this
part of the detector.

C ompac t Muon S olenoid

Pixel Detector

Silicon Tracker

Very-forward
Calorimeter

Electromagnetic�
Calorimeter

Hadron
Calorimeter

Preshower

Muon�
Detectors

Superconducting Solenoid

Figure 2.2: Overview picture of CMS: The different sub-detectors of CMS are shown [10].

For this analysis, especially important are the capabilities of CMS to detect and reconstruct
muons (reconstructed in the tracker and muon system) and missing transverse energy (the
energy imbalance in the transverse plane, reconstructed with the whole detector). This sub-
detectors are therefore introduced in the following sections. This summary is based on
Ref. [10].

2.2.1 Tracker

The silicon tracker is divided in a barrel and two endcaps and covers a polar angle of |η| <
2.5 and extends from a radial distance of 4.4 cm from the interaction point to 1.1m. It is
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further divided into three layers of pixel detector to get precise track information close to the
interaction point and about 10 layers (depending on η) of silicon strip detector surrounding
the pixel detector where, due to lower occupancy, a high granularity is not necessary. The
tracker layout in the r− z-plane is shown in Fig. 2.3.

The whole tracker is based on silicon detector technology which is fast, measures precisely
hits from charged particles and works in this area in spite of the high radiation level. The
momentum resolution for a muon with pT = 100GeV is about 1.5% (for η ∼ 0) to 3% (for
η ∼ 2).

Figure 2.3: Silicon tracker layout: In the r−z-plane, the different sub-detector parts are shown: Tracker
End-Caps (TECs), Tracker Outer Barrel (TOB), Tracker Inner Disks (TIDs), Tracker Inner
Barrel (TIB) and the Pixel detector [10].

2.2.1.1 Pixel Detector

The pixel detector is the sub-detector closest to the interaction point, and is used to get the
first hits for a track reconstruction, which are important for the reconstruction of possible
secondary vertices or to match tracks to a specific vertex. Close to the interaction point
the flux of particles is very high (1MHz/mm2 for the first pixel layer at design luminosity).
In order to avoid two particles hitting the same detector element, it has to have a high
granularity. This granularity is achieved by using pixel detectors which can resolve a hit
in three dimensions (η and φ plus the position r of the pixel sensor) and a pixel size of
100× 150µm2. The pixel detector consists out of 3 barrel layers and two endcap disks on
both sides. It covers a sensitive area of about 1m2 and has 66 million pixels.

2.2.1.2 Strip Detector

The silicon strip detector covers the radial range from 20 cm to 116 cm and each element can
reconstruct a hit in two dimensions (η or φ and the position r of the strip sensor). Because
the flux decreases rapidly with the distance from the interaction point (60 kHz/mm2 at 22 cm
to 3 kHz/mm2 at 115 cm for the design luminosity), the occupancy is small enough to get
a precise measurement with a strip detector. By combining two modules which are tilted
against each other they can also reconstruct hits in three dimensions.
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The whole strip detector consists of 10 barrel layers and 12 endcap disks with a sensitive
are of about 198m2 and 9.3 million strips.

2.2.2 Muon System

The muon system is a combination of three types of gaseous detectors to reconstruct muons
which are the only Standard Model particles that can reach this part of the detector. Other
particles (punch-through) traversing the magnet are stopped by the iron yoke between the dif-
ferent detection layers. The layout of the CMS muon system with its three sub-components,
Drift Tubes (DTs), Cathode Strip Chambers (CSCs) and Resistive Plate Chambers (RPCs) is
shown in Fig. 2.4. Three different detector types are used for different tasks of the recon-
struction. The RPCs are used to give a fast trigger signal and to cover the large area needed
and get precise measurements of the muon hits, DTs and CSCs are used. DTs are used in the
barrel region, where the particle flux is low, while the CSCs are used in the endcaps where
the particle flux is higher. The different detector components are briefly explained in the fol-
lowing sections. How the information from the different sub-systems are used to reconstruct
the muon track is explained in Sec. 4.1. The muon pT resolution of the muon system for a
muon with pT = 100GeV is about 10% (at η ∼ 0) to 30% (at η ∼ 2).
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Figure 2.4: Overview of the muon system in the r-z-plane [11].

2.2.2.1 Drift Tubes

Drift Tubes (DTs) are detectors which are installed in the barrel region where the particle flux
is low and a large area has to be covered.
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One drift cell with the electric field configuration is shown in Fig. 2.5-right. The volume
is filled with an Ar− CO2 gas mixture, where passing muons produce electrons and ions
which are separated in the electric field and collected at the central wire giving a signal. The
voltage applied to the wire is +3600V , +1800V to the strips and −1200V to the cathodes.

This drift cells are combined to a drift tube chamber, shown in Fig. 2.5-left. The DT consists
out of 3 (or 2) superlayers (SLs), each made of 4 layers of drift cells to measure the φ position
and the z position of the hit. In the barrel, each muon has to cross four muon DTs before
leaving the detector.

Figure 2.5: Drift Tubes: The left picture shows the layout of a DT chamber in the iron yoke in the r−φ
plane consisting out of three SLs. To support the whole structure in between the SLs, a
honeycomb plate is attached to the yoke. The right picture shows the layout of one drift
cell: the electrodes, the isochrones and the drift lines [10].

2.2.2.2 Cathode Strip Cambers

The Cathode Strip Chambers (CSCs) are multiwire proportional chambers and are used as
tracking detectors in the endcaps.

4. Endcap Chambers

143

The detector technology chosen for the Endcap Muon System is the Cathode Strip
Chamber (CSC), a multiwire proportional chamber in which one cathode plane is segmented
into strips running across wires. An avalanche developed on a wire induces on the cathode
plane a distributed charge of a well known shape which is defined by electrostatics [4.1]:
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Charpak et al. [4.3] showed that by interpolating fractions of charge picked up by these
strips, one can reconstruct the track position along a wire with a precision of 50 µm or better
(for normal track incidence, the precision is almost entirely determined by the ratio of signal to
electronic noise). The principle of operation is shown schematically in Fig. 4.1.4.

muon
cathode

cathode

wires

wires

induced charge

cathode with strips

plane cathode

avalanche

3.12 mm

9.
5 

m
m

3 - 16 mm

F i g .  4 . 1 . 4 : Principle of coordinate measurement with a cathode strip chamber: cross-
section across wires (top) and across cathode strips (bottom). Close wire spacing allows for
fast chamber response, while a track coordinate along the wires can be measured by
interpolating strip charges.

The major advantages of CSCs are:
• their intrinsic spatial resolution, being basically defined by signal-to-noise ratio, can

be as good as 50 µm,
• closely spaced wires make the CSC a fast detector,

Figure 2.6: Cathode Strip Chamber: In the left picture the mechanical design of a CSC, with the 6 wire
planes and 7 cathode panels is shown in an exploded view. The right picture shows the
basic detection principle of the CSCs. A electron avalanche induces charge in the cathode
strips and therefore allows to locate the avalanche along the wire direction [10].
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The basic principle of a CSC is illustrated in Fig. 2.6-right. A muon crosses the gas volume
and produces electrons and ions. The electrons are detected by the wires. The avalanche of
electrons induces a charge in the cathode strips which can also be detected. By combining
the two pieces of information, a two dimensional (φ− η) hit can be reconstructed.

The chambers are made of 6 anode wire planes and 7 cathode panels shown in Fig. 2.6-left.
Muons in the endcap region have to cross 4 (or 3, depending on η) CSCs before they leave
the detector.

2.2.2.3 Resistive Plate Chambers

Resistive Plate Chambers (RPCs) are used in the barrel and endcaps. The main task of the
RPCs is to provide a fast trigger signal (∼few ns). The RPC modules are made of 2 gaps,
operated in avalanche mode and common read-out strips in the middle, shown in Fig. 2.7.
In the RPC, crossing muons produce electrons and ions. The ions drift in the electric field
between the two resistive plates (bakelite) and induce a charge in the readout strip.

Figure 2.7: Resistive Plate Chamber: The principle design of the RPCs is shown, two bakelite plates
with an electric field between them (voltage between V and ground GND). Two RPCs are
combined to a module with a single readout strip in the middle [11].

2.2.3 Calorimeters

The other sensitive parts of the detector are the calorimeters, which are important for the
measurement of the missing transverse energy and are briefly outlined in the next sections.
In order to have little material in front of the calorimeters, they are placed inside the solenoid,
surrounding the silicon tracker.

2.2.3.1 ECAL

The electromagnetic calorimeter is made of about 69 000 lead tungstate PbWO4 crystals
which are absorber and detection material for electromagnetic showers. The energy of the
primary particle is measured via the scintillation light of the shower particles which is de-
tected by Avalanche photodiodes (APDs) in the barrel and by vacuum phototriodes (VPTs) in
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the endcaps. The thickness of the calorimeter corresponds to about 26X0 radiation lengths,
to fully contain the electromagnetic shower. The energy resolution of the ECAL is given by

(σE
E

)2
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E

)2
+ (0.3%)2 (2.1)

2.2.3.2 HCAL

The hadronic calorimeter consists of the barrel and endcap parts, and also a detection layer
outside of the solenoid (Hadron Outer, HO), and two parts cover the high η region (Hadron
Forward, HF). The HCAL is a sampling calorimeter with brass absorber plates and scintilla-
tor plates as detection element. The scintillation light is detected with hybrid photodiodes
(HPDs). The thickness of the calorimeter is about 6 λl radiation length at η = 0 and increases
with η.

2.2.4 Data Acquisition, Trigger and Computing

The signals detected by the different systems mentioned in the previous section need to be
filtered, processed and distributed to users. This is done by the Trigger, the Data Acquisition
(DAQ) and the computing grid.

At the LHC collisions occur every 50ns (a rate of 20MHz), not enough time to read the
information from the whole detector, process and store them (a rate of ∼ 102Hz). Not every
collision contains interesting physics events, the events are therefore filtered by the Trigger
to only select interesting events for processing. This trigger decision has to be fast, between
two collisions, and uses therefore only partial information from the muon system and the
calorimeters in the first step. Details on triggering and especially the muon trigger used in
this analysis are described in Sec. 4.1.1.

In the first trigger stage, the event rate is reduced to ∼ 100 kHz which is then further
processed in the High Level Trigger (HLT) that runs on a computer farm. The detector data
have to be collected and sent to this computer farm at a ∼ 100 kHz rate by the DAQ system for
the HLT processing (∼ 100GByte/s). If the HLT decision is positive, the event is recorded (at
a rate of . 100Hz for each HLT trigger). All the necessary data transfer and communication
and synchronization between the different systems is provided by the DAQ system.

The full reconstruction of the whole event and all following steps are done by the World-
wide LHC computing Grid (WLCG) [12]. This grid-based network of computing centers all
over the world provides the computing power to reconstruct recorded events and for the
simulation of Monte Carlo1 events. It also provides the storage capacity for data and Monte
Carlo events to be accessible from all over the world. The first steps of the analysis done
in are also performed on the WLCG, to filter all data and all necessary Monte-Carlo sam-
ples and to reduces the file size, by only keeping the information necessary for the analysis.
The analysis of this necessary information can be done on local computing resources on a
reasonable time scale (O (hours)).

1 To compare the measurement to the expectation of the theory, events are simulated using Monte Carlo techniques.
These events are mostly called Monte Carlo or MC events.



3
T H E O RY

In this section, the theoretical aspects of this analysis are briefly summarized. The first
part (Sec. 3.1) summarizes the Standard Model of particle physics which is the basis for
the background description of this analysis. The focus of this section lies on the charged
weak interactions (Sec. 3.1.2.1) as this is the most important background process. Parton
density functions (PDFs) are important in the environment of a hadron collider and are in
the framework of this analysis a theoretical input and are therefore introduced in Sec. 3.1.3.
The last part on the Standard Model is about the remaining open questions in the Standard
Model (Sec. 3.1.4) which leads to the theories beyond the Standard Model (BSM). The theories
which are studied in this analysis are presented in Sec. 3.2: new heavy charged vector bosons
(W’, Sec. 3.2.1) and effective dark matter theory (DM, Sec. 3.2.2). This summary is based on
Ref. [13, 14, 15].

3.1 S TA N D A R D M O D E L

The two basic concepts of modern particle physics are special relativity and quantum mechan-
ics. These two concepts can be combined in a quantum field theory (QFT) like the Standard
Model (SM) of particle physics. In its mature form, the idea of quantum field theory is that
quantum fields are the basic ingredients of the universe, and particles are just bundles of
energy and momentum of the fields. Quantum field theory leads therefore to a more unified
view of nature than the old dualistic interpretation in terms of both fields and particles [16].
The Standard Model describes the known elementary matter particles as shown in blue and
green in Fig. 3.1 and there interactions. The matter particles are all fermions which means
they have spin 1

2 .
The known fundamental forces or interactions of nature are gravity, electro-magnetism, the

weak and the strong force. Gravity is too weak to play a role in today’s particle physics, but
the other three are included in the Standard Model and are mediated by the particles shown
in red in Fig. 3.1. The force mediating particles are all bosons and have spin 1.

The strong force is described by the quantum chromo dynamics (QCD) and is mediated
by gluons. The QCD describes the interaction of particles carrying color charge, the charge
of the strong interaction, which are quarks (color or anti-color) and gluons (color and anti-
color).

The weak force mediated by the W and Z bosons and electromagnetism mediated by the
photon are described by the electroweak theory, sometimes called quantum flavor dynamics
(QFD) [17, 18, 19, 20]. Electromagnetism couples to all particles carrying electric charge,
quarks, W bosons and the charged leptons while the weak interaction couples to all particles
of the Standard Model except the photon and gluon.

The particles of the Standard Model except the gluon and photon which are massless
acquire there mass due to the Brout-Englert-Higgs mechanism which results in the additional

9
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Higgs boson, shown in yellow in Fig. 3.1. The Higgs boson is the only particle in the Standard
Model with spin 0 [21, 22, 23, 24, 25, 26]1.

Figure 3.1: Particle content of the Standard Model: Shown are all matter particles of the Standard
Model (quarks in blue and leptons in green), the force carrying particles in red and the
Higgs boson in yellow. As additional information the mass, electric charge and spin are
shown for every particle [29].

The fields that make up the SM are:

• The electroweak boson field represented by the vectors W1,W2,W3 and B (vector in the
sense that they transform like a four-vector under Lorentz transformation).

• The gluon fields represented by the vectors Ga with the index a for the eight gluon
color combinations.

• The fermion field represented by the spinor Ψ (spinors transform under Lorentz trans-
formation, but rotations turn it only by half the angle a vector would).

• The Higgs field represented by the scalar ϕ.

The dynamics of the quantum state and the fields are determined by the Lagrangian density
L (or Lagrangian). In combination with the Euler-Lagrange equation

∂

∂xµ

(
∂L

∂ (∂φ/∂xµ)

)
−
∂L

∂φ
= 0 (3.1)

1 The Higgs particle was the last particle of the Standard Model to be discovered in 2012 [27], and parallel to this
analysis the properties of the Higgs particle were measured [28].
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it can be used to derive the equations of motion. Another possibility is to extract the so
called Feynman rules or Feynman diagrams from the Lagrangian and use them to calculate
properties of physical processes.

The Standard Model has many important properties, which are listed in the following.

• The Standard Model is a perturbative theory in the high energy regime so that solu-
tions which are difficult to calculate exactly can be expressed by a power series and as
long as the expansion parameter α is small enough can give very precise results. In
the Standard Model, Feynman diagrams are used as special calculation techniques to
systematically sum the power series terms.

• The Standard Model is a gauge theory, which means there are degrees of freedom in
the mathematical formalism which do not correspond to changes in the physical state.
The gauge group of the standard model is U (1)× SU (2)× SU (3), where U (1) acts on
B and ϕ, SU (2) acts on W and ϕ, and SU (3) acts on G.

• The Standard Model is renormalizable, meaning that all divergent integrals in the per-
turbation series can be compensated by divergent not measurable bare quantities in the
theory which result in finite physical quantities which are not constant but vary with
the energy scale of the process (running constants).

• The Standard Model gives many precise predictions, a global fit of the theoretical pre-
dictions to precision measurement give a p-value of 0.07where the comparison between
fit and measurement is shown in Fig. 3.2a [30].

Important for this analysis is the electroweak part of the Standard Model as this describes the
main background contribution, the other important part is QCD which is always important at
hadron colliders, where the initial state consists out of quarks and gluons. This is illustrated
in Fig. 3.2b where the cross sections for different Standard Model processes are shown, span-
ning 10 orders of magnitude from QCD processes (σjet), weak boson production (σw,σZ) to
Higgs production (σHiggs). Due to their importance, the QCD and electroweak theory are
explained in more detail in the following, with special focus on the different phenomena
which arise from the theory.

3.1.1 Quantum Chromo Dynamics

QCD is described by the Lagrangian

LSU(3) = −
1

4
FiµνF

iµν +
∑
r

q̄rαiD/
α
βq
β
r (3.2)

Where Fiµν is the field strength tensor of the gluon fields

Fiµν = ∂µG
i
ν − ∂νG

i
µ − gsfijkG

j
µG

k
ν (3.3)

gs is the QCD gauge coupling constant and fijk (i, j,k = 1, · · · , 8) are the structure con-
stants of SU (3). The first term of LSU(3) describes therefore the kinetic energies and self-
interactions of the gluon. The second term of LSU(3) is the gauge covariant derivative for the
quarks qr (quark flavor r and color indices α,β = 1, 2, 3)

Dαµβ = (Dµ)αβ = ∂µδαβ + igsG
i
µL
i
αβ (3.4)
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with Li being the Gell-Mann-Matrices times 1/2 and describes the kinetic energy of the
quarks and their interaction with the gluons. The whole QCD theory leads to two phenomena
especially due to the fact that gluons carry color and can therefore interact with each other
and with quarks.

(a) Pull comparison of the fit results with the direct measure-
ments in units of the experimental uncertainty [30].
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Figure 3.2: Predictions by the Standard Model: The left plot shows a comparison of theory and mea-
surement for different parameters. In the right plot cross sections for different processes
are shown.

• Asymptotic freedom: It means quarks and gluons interact weakly at high energy trans-
fer, and QCD processes can be calculated perturbatively in this high energy regime.

• Confinement: It means that the force between two quarks or gluons does not decrease
if you try to separate them (the coupling gets stronger for lower energies / bigger
distances). This results in the effect that quarks and gluons can not be observed as
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free particles, but if they are produced at high energies they form hadrons if they are
separated. This hadrons result in a collimated bunch of particles, called jet, which can
be measured in the detector.

3.1.2 Electroweak Theory

The Electroweak theory is described by the Lagrangian

LSU(2)×U(1) = Lgauge +Lϕ +Lf +LYukawa (3.5)

Where the gauge part, which describes the kinetic energy and self-interaction of W±,Z and
γ, is

Lgauge = −
1

4
FiµνF

µνi −
1

4
BµνB

µν (3.6)

with the field strength tensors Fµν and Bµν which consist of the SU (2) gauge fieldsWi
µ (i = 1, 2, 3)

and the U (1) gauge field Bµ

Bµν = ∂µBν − ∂νBµ (3.7)

Fµν = ∂µW
i
ν − ∂νW

i
µ − gεijkW

j
µW

k
ν (3.8)

with the gauge couplings g and g ′ for SU (2) and U (1). B and W3 will mix to photon and
Z boson with the weak mixing angle θW (Weinberg angle), while the W± bosons are linear
combinations of the fields W1 and W2.

The scalar part of the Lagrangian describes the W±, Z, γ and Higgs masses and couplings
and is

Lϕ =

∣∣∣∣(i∂µ − g
1

2
τiWi

µ − g ′
Y

2
Bµ

)
ϕ

∣∣∣∣2 − V (ϕ) (3.9)

with τi being the Pauli matrices. ϕ =

(
ϕ+

ϕ0

)
is a complex Higgs scalar and V (ϕ) is the

Higgs potential of the Form

V (ϕ) = +µ2ϕ†ϕ+ λ
(
ϕ†ϕ

)2
(3.10)

For µ2 < 0 there will be spontaneous symmetry breaking because the vacuum expectation

value of this potential is non zero which results in ϕmin → 1√
2

(
0

v

)
with the vacuum ex-

pectation value v with the minimum of the potential V (v). This breaks the SU (2) symmetry
but not the U (1) one, which leaves the photon massless. The W± and Z boson on the other
hand acquire masses of MW = gv

2 and MZ =
√
g2 + g ′2 v2 . The requirement of λ > 0 is

necessary for the vacuum to be stable. A summary of the whole mechanism and derivation
of the masses is given in Ref. [32].

The fermion term which describes the kinetic energies of lepton and quarks and their
interaction with W±, Z and γ is

Lf = L̄γ
µ

(
i∂µ − g

1

2
τiWi

µ − g ′
Y

2
Bµ

)
L+ R̄γµ

(
i∂µ − g ′

Y

2
Bµ

)
R (3.11)
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The last term describes the lepton and quark masses and their coupling to the Higgs and
is

LYukawa = −
(
G1L̄ϕR+G2L̄ϕC + h.c.

)
(3.12)

with G1,2 being the couplings of the fermions to the Higgs which are proportional to their
mass.

3.1.2.1 Details on charged current processes

The charged current process of the weak interaction is the most important Standard Model
process for this analysis, therefore here are some more details summarized. In the charged
current weak interaction, a W boson couples to either a charged lepton and a neutrino(
W± → `±ν`

)
or two different types of quarks

(
W± → qq̄ ′

)
.

The propagator describing the exchange of a W boson is

−i
(
gµν − qµqν/

(
M2
W − iMWΓW

))
q2 −M2

W + iMWΓW
(3.13)

with the W mass MW = 80.385± 0.015GeV [33], the width ΓW = 2.09± 1.14GeV of the W,
the momentum q and the flat minkowski metric gµν.

The W vertex factor describes a V-A-coupling (vector - axial-vector coupling) which results
in the maximal parity violation of the weak interaction (the W couples only to left-handed
particles or right-handed antiparticles)

−ig

2
√
2
γµ
(
1− γ5

)
(3.14)

with the Dirac matrices γµ and γ5 and the weak coupling strength g = 0.653 or αW =
g ′2

4π = 1
29.5 which is 5 times larger than the fine structure constant α. The weakness of

the weak interaction comes from the propagator which is suppressed by the mass of the W
boson squared and not from a small coupling constant. If the W couples to two quarks it is
suppressed by the corresponding element of the CKM matrix Vij for the quarks i and j.

The main background process for this analysis at leading order is a combination of W
production via quarks and the decay into µ and νµ

ud→W± → µ±νµ (3.15)

At hadron colliders like the LHC, all undetectable particles like the neutrino can be recon-
structed indirectly and only as a vector sum in the plane perpendicular to the beam direction,
as the boost of the quarks along beam direction is not known (Sec. 3.1.3). Therefore, the W
can not be reconstructed fully in a leptonic decay. The reconstruction of the mass in the
r−φ-plane results in a so called jacobian peak which has its maximum at the W mass (half
the W mass in the pT or E/T spectrum). The shape of this peak is shown in Fig. 3.3. In this
analysis the transverse mass

MT =
√
2 · pT · E/T · (1− cos (∆φ(µ,E/T ))) (3.16)

is used as the final discriminating variable.
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3.1.3 PDFs

The initial state particles for all physics processes at the LHC are quarks and gluons, but
they are confined to the protons which collide in the LHC. The proton consists out of two
up and one down quark (called valence quarks), but all quark and anti-quark flavors (called
sea quarks) and gluons can be found inside the proton with a certain probability. Parton
distribution functions (PDFs) are used to describe these probabilities (details can be found
in Ref. [34]). The parton density function fi

(
x,Q2

)
gives the probability of finding a parton

with flavor i inside the proton carrying a fraction x of the proton momentum withQ being the
energy scale of the hard interaction. Since the theory does not predict the x dependence of the
PDFs, they are determined by fits to measurements of different processes, using the DGLAP
evolution equation which relates the PDF for different Q scales [35]. This is either done by
making assumptions on the analytical form of the PDF or by using neural-net technology.
Because there are many different ways to choose the input data, the assumptions which are
made, the treatment of heavy quarks and the treatment of uncertainties, there are different
PDF sets available. The most commonly used are MSTW (Martin-Stirling-Thorne-Watt) PDFs
[36, 37], the CTEQ (Coordinated Theoretical-Experimental Project on QCD) PDF [38, 39] and
the NNPDF (Neural Net PDF) [40]. Different versions of the CTEQ PDFs are used for the
simulation of the physics processes used in this analyses, and all three PDF sets are used to
determine the systematic uncertainty coming from the PDF sets (see section 6.5). In Fig. 3.4
the PDFs are shown for different parton flavors, and the x and Q dependence for the up
quark is displayed for the MSTW PDF as an example. All PDF related parts in this analysis
were done with the LHAPDF [41] package.

Figure 3.3: Jacobian peak: The measurement of the W jacobian peak in the muon channel is shown
in the E/T-spectrum. The ratio χ is defined via the number of observed events Nobs and
the number of expected events Nexp as χ = (Nobs −Nexp) /

√
Nobs [42]. In this plot the

background prediction is shown as a stacked histogram and the observed data is shown
with black markers. This style is used throughout this analysis for many histograms.
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(a) Parton distribution function x f (x) for Q = 10GeV for the
different parton flavors.

(b) Parton distribution function x f (x) against x and Q for the
up-quark.

Figure 3.4: Example distributions for MSTW PDFs, made with LHAPDF.

3.1.4 Open questions of SM

The Standard Model is well confirmed by experimental data (as indicated in section 3.1) but
it leaves some open questions and unexplained phenomena. Some examples are listed in the
following.

• The Standard Model contains at least 19 parameters which are a lot of parameters
that can only be determined by experiment. This leaves the question if the number of
parameters can be reduced by determining the parameter value from theory.

• Gravity is not included in the Standard Model. When the strength of gravity coupling
becomes comparable to the other forces, new physics is expected to occur. Often a
unification of the forces is suggested. The natural energy scale for this unification is the
Planck scale ΛPlanck ∼ 1019GeV .

• Hierarchy/fine-tuning problem: The quantum corrections to the Higgs mass from the
fermions can be calculated to be

∆m2H = −
|λf|

2

8π2

[
Λ2UV + · · ·

]
(3.17)

with the couplings to fermions λf and the scale of new physics ΛUV . If the scale of
new physics is the Planck scale, then ΛUV is about 1019GeV and the corrections to the
Higgs mass are huge. The bare Higgs mass must be precisely tuned to this correction,
to get the observed mass of 126GeV .

• Vacuum stability: Extrapolating the Standard Model with the measurement of the
Higgs mass to very high energies indicate that λ ≈ 0. This results in a meta-stability of
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the electroweak vacuum and a lifetime longer than the age of the universe [43]. This
indicates physics beyond the Standard Model at least at a scale of Λ ∼ 1012GeV (see
Fig. 3.5).

Figure 3.5: Phase diagram of the Higgs potential: The observed point of the Standard Model and its
uncertainties (1, 2, 3 σ) are shown in gray. The red dotted lines show the instability scale Λ
in GeV [44].

• Other open questions or unexplained phenomena come from precise cosmological ob-
servations in the universe and can be explained by new theories of particles physics or
extensions to the Standard Model:

– It is observed that the universe is flat, homogeneous and isotropic. To account
for this and other observations the concept of inflation was introduced, which de-
scribes an epoch in the early universe with rapid exponential expansion of the uni-
verse. This concept is not explained by the Standard Model but could be physics
beyond the Standard Model [45].

– Baryonic asymmetry of the universe: The observed universe consists mostly of
matter but in the early universe the same amount of matter and antimatter should
be produced. The necessary symmetry violation between matter and antimatter
in the Standard Model is commonly believed to be too small to account for the
observation of this asymmetry and needs therefore physics beyond the Standard
Model [46].

– The Standard Model describes only 4.82 ± 0.11%2 of the energy density of the
universe [47].

– Dark Energy, a hypothetical form of energy that accelerates the expansion of the
universe, is the most accepted hypothesis to explain the cosmological observations
and makes up 69.2± 0.1%2 of the energy density of the universe [48].

– Dark Matter is a form of matter that explains different cosmological and astro-
physical observations (some of them are listed below). Because a big part of this
analysis is the search for Dark Matter candidates (section 3.2.2), some of the obser-
vations and hints on Dark Matter are listed below (a summary is given in Ref. [49]).

2 This values are not constant over the age of the universe, the values listed here are the ones observed today.
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* The measurement of the cosmic microwave background (CMB) can be used to
determine the total amount of Dark Matter to be 25.82± 0.69%2 of the energy
density of the universe [47].

* Galaxy rotation curves: Observations of the velocity of matter in galaxies can
not be explained by Newtonian gravity and the observed matter density (la-
beled disk and gas in Fig. 3.6a). If newtonian dynamics is assumed to be the
correct description of the observation an additional gravitational component
(labeled halo in Fig. 3.6a) has to be introduced which couples not via electro-
magnetism and is therefore called Dark Matter.

* The cluster 1E0657 − 558 which consists of two matter concentrations (two
galaxy clusters after a collision) requires Dark Matter to explain the observa-
tions. By comparing the measurements of the normal matter via X-ray radi-
ation with the whole matter via gravitational lensing (Fig. 3.6b) one can see
a clear distinction between the center of observed matter and the center of
gravitational matter. This can only be explained by additional Dark Matter
and not by a modified law of gravity.

(a) Rotation curve of the galaxy NGC 6503, showing the ob-
served rotation velocity as a function of the distance from
the galactic center. The dotted lines are the contributions
of gas, disk and the dark matter halo [50].

(b) X-ray image of the galaxy cluster 1E0657 − 558 as a col-
ored image. The contour lines indicate the distribution of
matter observed with gravitational lensing. The white bar
indicates a distance of 200 kpc [51].

Figure 3.6: Observations on Dark Matter.

* WIMPs: If we assume an additional, undiscovered, stable (or long-lived) weakly-
interacting massive particle (WIMP) χ, there are some interesting consequences.
In the early universe at very high temperatures (T � mχ), χ’s are in equilib-
rium with the Standard Model particles converting into each other (χχ̄←→ ff̄,
where ff̄ means all particle anti-particle combinations which are kinematically
allowed mχ > mf). If the universe expands, the temperature drops, the num-
ber density of χ’s drops exponentially and at some point the χ’s cease to
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annihilate (freeze out). A relic cosmological abundance remains. The WIMP
abundance can be approximated with

Ωχh
2 =

mχnχ

ρC
'
(
3× 10−27 cm3sec−1

σAv

)
(3.18)

with the number density nχ, the critical density ρC, the annihilation cross
section σA and the relative velocity v. The WIMP velocities at freeze out
are some fraction of the speed of light. If the cosmical abundance is at the
order of unity, from Eq. 3.18 follows the annihilation cross section is roughly
10−8GeV−2. This is the same order of magnitude one would expect from a
typical electroweak cross section

σweak '
α2

m2weak
(3.19)

with α ' O (0.01) and mweak ' O (100GeV). The value that comes from
Eq. 3.18 needed to get Ωχ ∼ 1 comes essentially from the age of the universe
which should not be related to electroweak physics. This suggest that a WIMP
particle with electroweak interactions may exist which would be a natural
Dark Matter candidate [52, 53].

3.2 B E Y O N D S TA N D A R D M O D E L

In this section, the theories beyond the Standard Model which are studied in this analysis
are summarized. These theories were developed to answer some of the open questions of the
Standard Model.

3.2.1 Sequential standard model W’

A number of extensions of the Standard Model predict new heavy charged vector Bosons W ′.
Three examples are

• The Standard Model can be extended to be left-right symmetric by an additional SU (2)R.
This symmetry must be broken at low energies to account for the observation that the
weak force couples only to left handed particles [54].

• In the so called little Higgs models, based on the idea that the Higgs boson is a pseudo-
Goldstone boson arising from global symmetry breaking at a TeV energy scale, also
additional SU (2) groups are introduced [55].

• Grand unified theories (GUTs) are theories which try to unify the electromagnetic, the
weak and the strong interaction by including the Standard Model gauge group in a
bigger group, for example SU (5) or SO (10) (SO (10) ⊃ SU (5) ⊃ SU (3)×SU (2)×U (1))
[56].

The reference model by Altarelli et al. [57], in which the W ′ is a carbon copy of the Standard
Model W-boson is used to model the signal. This sequential standard model (SSM) W ′ does
not depend on specific model assumptions by the different extensions to the Standard Model,
but is just assumed to have the same fermionic couplings as the Standard Model W. This
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model has been used in the corresponding searches in the leptonic channels at the Tevatron
[1, 2] and at the LHC [58, 59] and is also the baseline here. Decays of the W ′ bosons into the
SM bosons W and Z are assumed to be suppressed. This suppression is possible ifW ′ andW
belong to different gauge groups, which would result in a suppression factor of M2

W/M
2
W ′ .

Thus, the W’ decay modes and branching fractions are similar to those of the W-boson, with
the notable exception of the t̄b channel which opens up for W ′ masses beyond 180GeV ,
yielding a branching fraction of 8% for each of the three leptonic channels (W ′ → `ν, with
` = e,µ, τ) and 25% for each of the qq̄ channels. Combining the three lepton and quark decay
channels (assuming that the W’ does not decay to anything else), and neglecting all fermion
masses except for the top and bottom quark, one obtains for the width

ΓW ′ = mW ′
g2

2

1

48

(
18+ 3F

(
mt

mW ′
,
mb
mW ′

))
(3.20)

with

F (x1, x2) =
(
2− x21 − x

2
2 −

(
x21 − x

2
2

)2)√(
1− (x1 + x2)

2
)
·
(
1− (x1 − x2)

2
)

(3.21)

The resulting width is ΓW ′ = O (10MeV) for W ′ masses of mW ′ = O (1 TeV). An interfer-
ence between the W and the W ′ Feynman graphs is not considered in this model (a study
considering interference can be found in Ref. [60]). A Feynman graph of the studied process
is shown in Fig. 3.7 and involves production of a W ′ via two quarks and decay of the W ′

into a µ and νµ. This signature results in the experiment as a high pT muon balanced back
to back in the transverse plane with missing transverse energy from the neutrino.

Figure 3.7: Feynman graph for the production of a W ′ boson and subsequent decay into a muon and
a neutrino.

3.2.2 Dark Matter

As indicated in Sec. 3.1.4, a likely candidate for Dark Matter are weakly interacting massive
particles (WIMPs), but this just describes the properties of the Dark Matter particle, and not
an underlying theory. The particles have to be massive O (GeV − TeV) and are only weakly
interacting, which can, but must not, be the weak interaction of the Standard Model. Two
example theories which can contain WIMPs are sketched in the following [61, 62, 63].

• SUSY WIMP: Supersymmetry is a class of proposed extensions of the Standard Model
which relates fermions and bosons, by introducing for every fermion of the Standard
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Model a boson as a superpartner and vice versa. Supersymmetric models have many
theoretical advantages, they can solve for example the hierarchy problem (see Sec. 3.1.4).
In many Supersymmetric models, the neutralino (electrically neutral fermion) is a can-
didate for WIMPs [53].

• KK WIMP: A Kaluza-Klein (KK) like theory is an extension to the Standard Model
which tries by introducing extra dimensions to unify gravity and electromagnetism . In
this theory, particles of the Standard Model are the first in a series (called KK-tower) of
particles with increasing masses. One of theses KK-particles (e.g. the first excitation of
the photon) would be a WIMP candidate [64].

To be as model unspecific as possible, an effective field theory (EFT) is used. In this EFT
the basic process of WIMPs χ coupling via a particle φ to the Standard Model quarks is
simplified to a four fermion interaction as illustrated in Fig. 3.8.

Figure 3.8: Effective field theory: The left Feynman graph shows the coupling of Dark Matter particles
χ via the mediator φ to quarks. This coupling is simplified by an effective field theory
shown in the right Feynman graph.

This simplification is based on three assumptions:

1. The WIMP particle is the lightest particle beyond the Standard Model accessible at
the LHC. Any other new particle has a mass larger than the WIMP mass or a smaller
coupling.

2. The WIMP interaction with Standard Model particles is dominated by only one type of
coupling (see below: vector or axial-vector coupling).

3. The WIMP particles are fermions. Scalar WIMPs would also be possible but are not
studied in this analysis. WIMPs with spin one or higher are in principle possible but
the couplings of these WIMPs are usually restricted by gauge invariance and other
symmetries [65].

In this effective field theory, the propagator of the heavy particle φ can be expanded in
(q/M)2 with the momentum q and mass M of the heavy particle. The two resulting cou-
plings in first order of the expansion which are studied in this analysis are

vector coupling (V):
1

Λ2
χ̄γµχ ξiq̄iγµqi (3.22)

axial-vector coupling (AV):
1

Λ2
χ̄γµγ5χ ξiq̄iγµγ

5qi (3.23)
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where Λ is the interaction energy scale which is related to the messenger particle φ via

Λ ∼
Mφ√
gSMgχ

(3.24)

with the couplings gSM and gχ. ξi is the real relative coupling strength to the quark flavor
i. These couplings are studied because they are similar to couplings in the Standard Model
(Sec. 3.1.2.1) and can be introduced without further modification of the Standard Model. The
vector coupling is spin independent, while the axial vector coupling is spin dependent via
the γ5 operator.

In order to get a stable WIMP, one usually introduces a new symmetry (e.g. R-parity
of supersymmetry or KK-parity in extra dimensions). This only allows pair production of
WIMPs.

At the LHC this theory results in two particles which can not be detected as they are
leaving back-to-back the detector, so the pure process is not detectable. Through initial state
radiation of Standard Model particles, a boosted pair of WIMPs is produced recoiling against
a Standard Model particle. This signature is detectable. In the initial state radiation, a gluon
can be radiated (this corresponds to the mono-jet search [66]), a photon (mono-photon [67])
or a W±/Z boson. If the radiated particle is a W± which decays into a charged lepton and a
neutrino, the event signature is exactly the same as for the W ′ analysis, E/T due to undetected
particles back-to-back with a charged lepton. The studied process is shown in Fig. 3.9. The
kinematic signature is the same as for W ′, but E/T does not only correspond to the neutrino,
but the neutrino plus the two undetectable WIMPs. Back-to-back are not muon and neutrino,
but the W and the two WIMPs

pT (W) = − (pT (χ̄) + pT (χ)) (3.25)

this results with pT (W) = pT (µ) + pT (ν) in

pT (µ) + pT (ν) = − (pT (χ̄) + pT (χ)) (3.26)

pT (µ) = − (pT (χ̄) + pT (χ) + pT (ν)) = −E/T (3.27)

which is the expected behavior, muon and E/T are balanced and back-to-back, even when E/T

consists out of three instead of one undetectable particle.
The phenomenology is controlled by the scale Λ of the effective interaction, and the mass

of the dark matter particle Mχ. In addition, a relative coupling ξi for each quark flavor i
is possible. In searches at colliders where DM is produced in pp collisions, the difference
between vector (V) and axial-vector (AV) coupling is less important as in direct DM-nucleon
interaction searches. This is due to the large influence of the spin on the interaction at low
Q2 (in the order of 1 to 100 keV [33]). At the LHC half of the initial quarks originate from
the quark-gluon sea and hence all spin configurations and light quark flavors are available
in the production.

The nature of the DM coupling results in interference for this specific channel of an initial
state W± radiation (see Fig. 3.10). The dominant initial state is ud̄/dū. The DM particles
either couple to the up or the down type quark with the same initial and final state. The rel-
ative coupling strength can be parametrized by a single factor ξ between up- and down-type
quarks. This simplifies Eqn. 3.22 & 3.23 to one single factor ξ (independent on i) illustrated
in the Feynman graph in Fig. 3.10. The interesting values are ξ = 0 and ξ = ±1. If not stated
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otherwise ξ is set to 1 in this analysis. A value of ξ = 0 results in a coupling only to one quark
type while for the energies at the LHC it is irrelevant, if the factor modifies the coupling to up
or down type quarks. The value ξ = +1 corresponds to destructive interference and ξ = -1 to
constructive interference. The interference changes the total cross section and the steepness
of the MT spectrum.

Figure 3.9: Dark Matter Feynman graph: The Feynman graph shows the studied process of this anal-
ysis, the pair production of two WIMPs recoiling against a Standard Model W± which
decays into a muon and a neutrino.

To see where the interference comes from, depending on ξ, the vector-coupling can be
simplified

1

Λ2
χ̄γµχ

(
ūγµu+ ξd̄γµd

)
−→ (a+ ξ · b) (3.28)

with the definitions for the coupling to up and down type quarks

a =
1

Λ2
χ̄γµχ ūγµu (3.29)

b =
1

Λ2
χ̄γµχ d̄γµd (3.30)

For the absolute square follows:

|(a+ ξ · b)|2 = |a|2 + |ξ · b|2 + 2 · ξ · |a| · |b| · cos∆ϕ (3.31)

with the complex phase difference ∆ϕ between the complex numbers a and b.
For the three studied values of ξ follows

• ξ = -1: ⇒ |a|2 + |b|2 − 2 · |a| · |b| · cos∆ϕ (constructive interference if |a| · |b| · cos∆ϕ < 0)

• ξ = 0: ⇒ |a|2 (no interference)

• ξ = +1:⇒ |a|2 + |b|2 + 2 · |a| · |b| · cos∆ϕ (destructive interference if |a| · |b| · cos∆ϕ < 0)

For |a| = |b| and cos∆ϕ = 1 there is a difference between no interference and constructive
interference of a factor 4 and the destructive interference case goes to zero. As this equality
is not exact, for the destructive interference the rate is not exactly zero and the constructive
interference is not exactly four times higher. The comparison between the different values
for ξ is given in Sec. 5.3.3.
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In contrast to direct detection searches, the production via heavier quarks (s,c) is also
considered, which are only accessible at collider DM searches. Other collider searches such
as mono-jet or mono-photon are not sensitive to the quark type or the interference, because
only same flavor initial states are possible.

Figure 3.10: Dark Matter interference Feynman graph: This Feynman graph illustrates the interference
between the process where the WIMPs couple to the up-type quarks and where they
couple to the down-type quarks, resulting in two different Feynman graphs with the
same initial and final state and therefore interference between them.

Additional jets can be produced via initial state radiation and the Feynman graph shown
in Fig. 3.11. In this process a gluon is in the initial state. The process with one additional jet
has a comparable cross section to the process without the additional jet (see Sec. 5.3.3).

Figure 3.11: Dark Matter Feynman graph with an additional jet in the final state: The production of
additional jets can happen via initial state radiation and vie the shown Feynman graph.
The cross section for the process with one additional jet is comparable to the one without
the jet (see Sec. 5.3.3).
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O B J E C T S

In this section, the objects which are used in this analysis, high-pT muons (Sec. 4.1) and
missing transverse energy E/T (Sec. 4.2), their reconstruction and corrections are explained.

4.1 M U O N

Muons are the only detectable particles which can travel through the whole detector and
penetrate the iron of the magnet return-yoke. Therefore they can be identified with high effi-
ciency and purity. Muons are very useful to trigger interesting events. Muons are minimum
ionizing particles (MIPs)1 and loose only little energy when the cross the detector. In this
section, the muon trigger (Sec. 4.1.1), the muon reconstruction (Sec. 4.1.2) and the final muon
selection (Sec. 4.1.3) are explained. The track reconstruction algorithm reconstructs from the
different hits in the detector a trajectory and is basically the same on trigger level and fin the
offline analysis, and it is explained in the following.

On HLT and muon reco level2 the following algorithm is used to build the muon trajec-
tory. The main difference between the different reconstructions is, which hits are taken into
account for the fit [68, 69].

The algorithm works iteratively, starting with the best quality hits, reconstructs the track
and removes hits associated to the track and starting all over again. For reconstructed tracks,
a χ2 can be calculated as measure for the fit quality. All track parameters have uncertainties,
which are propagated to the physical parameters of the particle. Examples are momentum
or direction. The resulting uncertainties are stored for every track. One can summarize the
algorithm in four steps:

1. Seeding: Find a track seed to start the reconstruction. There are two possible seeds
for the reconstruction, a hit-pair or hit-triplet compatible with the beam spot or a track
segment with initial momentum and direction in the DTs or CSCs.

2. Trajectory building: Starting from the track seed, the trajectory is build by locating
compatible hits on the next detector layer. The track finding and fitting is done by a
combinatorial Kalman filter [70]. The Kalman filter starts with track parameters p̃i and
its covariance matrix C (p̃i) and propagates them to the next detector layer. For this
propagation, the magnetic field

−→
B and the effects of the detector material have to be

taken into account. On this next detector layer, the trajectory state is updated with the
information of a compatible hit and the propagation is continued.

3. Trajectory cleaning: Cleaning tracks to solve ambiguities which are produced by the
trajectory building for tracks which share hits.

4. Trajectory smoothing: To take the information from the full covariance matrix for the
final track fit into account a backward fitting is done when the informations for all hits
are available at the end of the trajectory cleaning.

1 For muon momenta of O (0.1GeV) −O (100GeV).
2 Reco level means the reconstruction level.
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4.1.1 Muon Trigger

The collision rate at the LHC is 2 · 107 collisions/s, which is too high to record and reconstruct
every event. A preselection is necessary to select interesting events. This is done by the
trigger system. The trigger is separated into two levels, the Level 1 (L1) trigger and the
high-level-trigger (HLT), both are briefly explained in the following [71].

4.1.1.1 L1 Muon Trigger

The L1 trigger is implemented in hardware and analyses the hits from the muon systems’
CSC, DT and RPC. In each subsystem a local reconstruction determines from which bunch
crossing the event originates and reconstructs a track segment with the number of muon
stations containing hits and a pT -value. The global muon trigger then combines the informa-
tion from the three subsystems to calculate the position, quality and pT for the 4 muons with
the best fit quality. These up to 4 different muons are combined by the global trigger with
calorimeter information for triggers containing isolation. Depending on their pT , the muons
are selected if they pass the trigger or not3.

4.1.1.2 HLT Muon Trigger

The HLT is implemented as software and runs on the online event filter parallel computer
farm. The HLT muon reconstruction chain is started if one L1 trigger decision containing
muons is positive. In principle, the muon reconstruction procedure on the HLT level is the
same as for the final muon reconstruction, but optimized to save CPU time. The HLT trigger
is divided into two levels, called L2 and L3.

On level 2, a muon reconstruction in the muon system is conducted with a momentum
precision of about 15%. The seed for the reconstruction is taken from the L1 trigger. The L2

trigger decision is done depending on pT and some quality criteria. On level 2 the isolation
is calculated from calorimeter information.

On level 3 an additional track reconstruction is done in a slice of the tracker, determined
from the extrapolated L2 muon track. With the additional information from the tracker, the
momentum precision goes up to about 1% (for not too high pT ). It also allows to select the
track impact parameter, and the track isolation can be calculated from nearby pixel hits.

The trigger used for the analysis is the so called HLT_Mu40_eta2p1 which is seeded by the
L1_SingleMu16er and requires a pT greater than 40GeV and a pseudorapidity |η| smaller
than 2.1. It is the single muon trigger with the lowest pT -threshold which is not pre-scaled4

or requires isolation.

4.1.2 Muon Reco

The reconstruction of muons with high momentum is difficult, because the transverse mo-
mentum is measured by the curvature of the muon track in the magnetic field, which is very
small for high pT . For a muon with a pT = 200GeV the sagitta (the distance from the center
of the arc to the center of its base) is about 0.1 cm in the Tracker alone and about 1 cm in

3 In the muon reco of course more than four muons can be reconstructed.
4 Pre-scaled triggers are only recorded for a fraction of the events where the trigger fired. This fraction is one over

the so called pre-scale.
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combination with the muon system. The probability to produce secondary particles and elec-
tromagnetic showers especially in the iron-yoke also increases exponential with pT . Different
algorithms take the problems which occur at high pT into account. On the one hand there
are the default reconstruction algorithms for global and tracker-muons [68], and on the other
hand there are special refits to take the effects which occur at high momenta into account,
TPFMS and Picky [72]. To take advantage of all algorithms, the TuneP algorithm is used in
this analysis, which tries to select the best algorithm for each event. All these algorithms are
shortly explained in the following:

4.1.2.1 Tracker Muon

To compensate for missing hits in the muon system due to low momentum or hit losses in
the gaps between the muon wheels, the tracker muon algorithm was developed. For the
tracker muon, the track is reconstructed in the tracker and matched to compatible segments
in the muon system. The final muon track fit is done with information only from the tracker.

4.1.2.2 Global Muon

The muon momentum resolution is dominated by multiple scattering up to pT = 200GeV

for muons reconstructed in the muon system. So the tracker muon is the best choice for
this momentum range. Above that, the muon system allows to improve the momentum
resolution by combining tracker and muon system information. For this algorithm, all hits
from the tracker and from the muon system are taken into account for the final track fit.

4.1.2.3 TPFMS Muon

The muon momentum resolution is given by the curvature of the muon track and therefore
by ∼ 1

(BL)2
with the magnetic field B and the length L. Because of this relation, it is helpful

to take the hits in the muon system into account. But multiple scattering and/or showering
can corrupt the measurement due to hits that can not be connected to the track. Therefore
using multiple muon stations is not always an advantage. To combine the information from
the muon system, but avoid the problems of multiple muon stations, the tracker-plus-first-
muon-station (TPFMS) algorithm takes the hits from the tracker and only the first valid hit
in the muon system for the final track fit into account [73].

4.1.2.4 Picky Muon

Another approach to reduce accuracy loss due to showering in the muon system is to only
take muon stations with no shower. Or use hits which are compatible with the muon track. In
order to detect if a shower happened in a muon station, the occupancy of the muon stations
is used. For these stations the χ2/NDF of each hit with the muon track is calculated. If it is
below the threshold (10 for DT, 150 for CSC and 1 RPC), the hit is taken into account for the
track fit [74].

4.1.2.5 TuneP Muon

The TuneP or ’Cocktail’-algorithm is designed to extract the best muon candidate from the
different reconstruction methods. For this Tracker, Global, TPFMS and Picky muons are
considered. The algorithm is summarized in the following step by step list [75]:
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1. Check if at least one muon with ∆pT
pT

< 0.25 exists, if not raise threshold by 0.15 and
check again. The ∆pT is the uncertainty on pT , resulting from the uncertainty on the
track parameters in the track fit. The procedure is repeated until at least one muon is
found the fulfills that requirement, all other muons are marked as invalid5.

2. Start by choosing the Picky muon as default.

3. Check if Picky muon is valid6. If not, choose Tracker muon.

4. If the Picky muon is chosen, check if the probability P (Picky) − P (Tracker) > 17,
where P is defined as :

P
(
χ2,NDF

)
= − log

(∫χ2
0

t
NDF
2 −1e−˜ t2dt

Γ
(
1
2NDF

)
· 2NDF2

)
(4.1)

the negative logarithm of the probability to get the same or smaller χ2 for the track fit

5. Check if Tracker muon is valid6. If not, choose TPFMS muon.

6. Check if TPFMS muon is valid6. If not, choose Global muon.

7. Compare the chosen muon to TPFMS and if P (chosen) − P (TPFMS) > 40 choose
TPFMS.

8. If tracker pT or chosen pT < 200GeV , choose the Tracker muon.

As a comparison the resolutions are shown in Fig. 4.1 for tracker, global and TuneP muons
determined from cosmic muons (see Ref. [76]). Especially for high pT the resolution of TuneP
muons is significantly better compared to the other reconstruction algorithms.

4.1.3 Muon selection

For the final muon selection the recommendation is to use the ”Tight Muon ID” plus some
additional requirements for high momentum muons (referred to as “high-pT muon ID”) [77].
The different cuts are listed and explained in the following.

• The muon is required to be a global muon and a tracker muon at the same time, which
reduces mismatches between tracker reconstruction and hits in the muon system.

• The muon must contain at least one hit from the muon detector in the global track, to
avoid misreconstruction.

• The muon must at least have one hit from the pixel detector in the global track, to have
a good estimation of the primary vertex.

• The muon track must have muon segments in at least two muon stations. This reduces
punch-trough events (events with no muon which are not contained in the calorimeters
and leave hits in the muon system).

5 This is important for this analysis, because just one mismeasured muon at high pT can change the result of the
analysis.

6 In this context, valid means that the reconstructed track exists and the reconstruction did not fail.
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• The transverse impact parameter (smallest distance between track and beam spot in the
r−φ-plane) with respect to the beamspot has to be less than 0.2mm in order to reduce
cosmic background.

Figure 4.1: Muon pT resolution: Shown are Tracker, Global and TuneP muon, calculated from cosmics
events in 2010 [76] and confirmed with newer data of 2011 [11].

• The longitudinal distance of the tracker track with respect to the primary vertex has to
be dz < 5mm.

• To guarantee a good pT measurement, more than five tracker layers with hits are re-
quired.

• In order to suppress muons with largely mis-measured pT , an additional requirement
of ∆pT/pT < 0.3 is applied.

• To account for the trigger acceptance, the muon is required to have |η| < 2.1.

Additional analysis cuts are applied and listed in the following.

• The leading muon has to have pT > 45GeV to avoid the trigger turn on region7.

• To be sure that the muon is also the muon that fired the trigger, it is required to be in a
cone of ∆R < 0.5 around the trigger object (∆R =

√
∆φ2 +∆η2).

7 The trigger turn on is the pT range where the trigger efficiency increases from zero to its plateau value (Sec. 6.3).
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• We require at least one good reconstructed vertex with |z| < 24 cm (position of the
vertex in z direction), Ndof > 48 and to have a valid fit for the vertex.

• No more than one global muons in the event with tracker track pT > 25GeV, in order
to reduce Drell-Yan and cosmic background.

• A tracker-based relative isolation is applied, where the measured pT of tracks in a ∆R
< 0.3 cone around the muon direction are summed up and divided by the muon pT , it
has to be smaller than 0.1. ( ∑

∆R<0.3

pT

)
/p
µ
T < 0.1 (4.2)

The cut on ∆pT/pT is new compared to previous analyses. It affects only very few events at
high pT , but these events are quite important, as the analysis is sensitive to very few events
at high pT where few background events are expected. To have a cross check on this ∆pT/pT
cut, the values for ∆pT/pT are plotted against pT in Fig. 4.2 and normalized for each pT bin.
The distribution is made without any requirements to the muon other than the trigger. It
shows the few events at high pT with a big mis-measurement and the cut on ∆pT/pT < 0.25
from the cocktail algorithm. For low pT (O (< 700GeV)), most muons are reconstructed with
small uncertainties (< 10%), at higher pT the number of muons reconstructed with small
uncertainties is comparable to the number of muons with big uncertainties.

Figure 4.2: ∆pT/pT versus pT distribution for background Monte Carlo (left) and data (right): Both
plots are normalized in each pT bin to make the center of the distribution visible. As
expected the ratio of badly reconstructed muons (∆pT/pT > 0.25) to well reconstructed
ones increases with pT . At pT > 1000GeV the numbers of good and bad muons are
comparable. The cut at ∆pT/pT < 0.25 of the cocktail algorithm is clearly visible.

8 The number of degrees of freedom for a three dimensional vertex that is only constraint by n tracks: Ndof =
2 ·n− 3 [78].
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4.2 M I S S I N G T R A N S V E R S E E N E R G Y

The missing transverse energy (MET) or E/T is the measurable representation of not measured
particles like neutrinos in the plane transverse to the beam direction. It can be reconstructed
from calorimeter information only, called calo-MET9 or by the particle-flow algorithm using
all detector systems. In the following parts the reconstruction of E/T (Sec. 4.2.1), the filtering
of events with E/T (Sec. 4.2.2) and the corrections to the E/T

raw (Sec. 4.2.3) are discussed.

4.2.1 MET Reco

For the reconstruction of E/T three different algorithms can be used: The so called Calo E/T,
reconstructed only from calorimeter information9, the PF E/T, reconstructed by the particle-
flow algorithm and the TC E/T which takes tracker information into account to improve the
Calo E/T. Because it has the best E/T-resolution, the PF E/T is used in this analysis [79].

The particle-flow algorithm reconstructs and categorizes all stable particles in an event
(electrons, muons, photons, charged hadrons and neutral hadrons) by combining information
from all CMS sub-detectors. The information from the sub-detectors are processed in form
of particle tracks and calorimeter clusters. These basic building blocks are then used by the
particle flow algorithm to reconstruct the stable particles (details in Ref. [80]).

The uncorrected PF E/T is the negative vector sum of the momenta pT ,i of all particle-flow
objects in the event [81]:

E/T
uncorr = −

∑
i

pT ,i (4.3)

There are known detector effects not included in this PF ET/ , therefore different corrections
need to be applied to it. They are explained in the following sections.

4.2.2 Met Filters

Many instrumental and reconstruction effects can be the cause of fake E/T in the sense, that
fake ET/ does not correspond to real undetected particles from collisions. To account for this
effects a variety of filters is used. The E/T-Filters recommended by the JET/MET group are
[82, 83]:

• CSC tight beam halo filter: Interaction of the proton bunches with the LHC or the rest
gas in the beam pipe can produce particles with very high η. Theses so called beam
halo particles can be the source of E/T. By using the information from the CSC these
events can be vetoed [84].

• HBHE noise filter with isolated noise rejection: This filter tries to detect instrumental
anomalous noise in the HCAL which can be a source of E/T by looking at timing, pulse
shape, hit multiplicity and other variables [85].

• HCAL laser filter: The laser used for calibrate of the HCAL has fired at times where it
has influences on physics data. The events affected by this are rejected [86].

9 Calo-MET is corrected for reconstructed muons, therefore taken also information from the muon system into
account.
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• ECAL dead cell trigger primitive filter: Some crystals in the ECAL are masked in the
reconstruction because they are either not operational or have a high level of noise. If
a physical particle hits these crystals, their energy is not reconstructed, resulting in E/T

[87].

• Tracking failure filter: Due to events where the hard interaction does not happen in the
center of the detector or events with too many clusters, which can make the tracking
algorithm fail for some iterations. These events are vetoed by

∑
ptrackT /HT < 0.1 with

the sum of the jet energy HT [88].

• Bad EE Supercrystal filter: Two ECAL endcap supercrystals give anomalously high
energies, resulting in very high E/T.

• ECAL Laser correction filter: Due to unphysical large transparency corrections factors
for some crystals they became very energetic, resulting in E/T.

• Tracking POG filters: This collection of filters vetoes events where the tracking algo-
rithm is aborted due to, for example, coherent noise [89].

Events where at least one of the recommended Filters fires are rejected10.

4.2.3 Met Corrections

The E/T must be corrected for a variety of known effects. The first is to correct the E/T which
is calculated from the particle-flow objects in the event for the difference between the muon
reconstructed by the particle-flow algorithm and the muon reconstructed by the cocktail
algorithm which is used in the analysis. This correction can be done by recalculating the E/T

with the cocktail muon.
The E/T is also corrected for effects of the jet energy scale, called type-I correction, and the

known φ-modulation by the formula:

E/T
corr = E/T

uncorr +Ctype1T −Cφ−corr
T (4.4)

This corrections are explained in more detail in the following. The last correction for E/T is
to correct for a discrepancy between the simulation and measurement of the hadronic recoil
against W or Z boson production, which is explained in the last part of this section.

The ET/ is dominated by the high pT muon for high MT values, therefore the effect of
the correction is smaller at high MT . The ratio of the MT distribution calculated with the
corrected ET/ and the distribution calculated with the corrected ET/ is shown for data in Fig. A.3
and Monte Carlo events in Fig. A.4 in the appendix. As expected the effect of the correction
is bigger for smaller MT and only effects single events at high MT .

10 About 1% of the data events and 0.05% of the Monte Carlo events are rejected. The Monte Carlo rate is a measure
for good events, being rejected, because the effects that should be rejected are not included in the simulation.
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4.2.3.1 Type-1 correction

The first term is the contribution to the particle-flow-E/T from the particle-flow objects which
are clustered as jets whose energies are above the threshold and which are corrected for the
offset. The Type-I correction replaces PT ,jet with pL123T ,jet:

C
type1
T = −

∑
pL123T ,jet>10GeV

(
pL123T ,jet − pT ,jet

)
(4.5)

This correction is a propagation of the L1, L2 and L3 jet energy corrections (JEC) to particle-
flow-E/T [90, 91], which can be split into three different levels:

• Level 1: Offset: This correction subtracts contributions from pile-up and electronic noise
from the jet energy and it also accounts for energy losses due to energy thresholds in
the detector.

• Level 2: Relative (η): This level corrects for jet response variations as a function of the
pseudo rapidity η to get a flat response.

• Level 3: Absolute (pT ): This level corrects any overall offset which is left after the level
2 correction, to get a flat response with an absolute value of 1. This correction is a
function of pT .

All these corrections are derived from measured pp collision events.

4.2.3.2 φ-correction

As seen in 2011 data taking, there is a modulation in the φE/T
-spectrum in data and Monte

Carlo because of not symmetric detector components and not fully simulated missing or not
working detector parts [92]. This φE/T

can be measured in Z → µµ events and corrected, by
applying the correction as indicated in Eq. 4.4:

C
φ−corr
T =

(
cx0 + cxs ·Nvtx
cy0 + cys ·Nvtx

)
(4.6)

The values of the parameters used for the φ-correction are determined by the JET/MET
group [93, 94] and are listed in Tab. 4.1. The effect in this analysis is small because for high
MT , ET/ is dominated by the muon measurement.

Parameter cx0 (GeV) cxs (GeV) cy0 (GeV) cys (GeV)

Data 0.048 0.249 −0.150 −0.083
Simulation 0.163 0.024 0.361 −0.130

Table 4.1: Parameters for φ-correction.

The effect of this correction can be seen in Fig. 4.3 where the uncorrected φE/T
-(left) and the

corrected φE/T
-spectrum(right) are shown. The requirement for all events in the distributions

is, that they fulfill the muon selection.
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Figure 4.3: φE/T
-spectrum: before correction (left) and after correction (right). All events that fulfill the

muon selection are shown, and Monte Carlo is scaled to data, to see the shape differences.

4.2.3.3 hadronic recoil correction

The hadronic recoil against a W or Z boson is defined as:

~u = −(E/T + ~q) (4.7)

with the boson momentum ~q. Due to bad simulations of this recoil, especially for small
values of |~u| this can be a source of disagreement between the Monte Carlo simulation and
the measurement. To study this further, the recoil ~u is split into the component u‖ parallel to
the direction of the boson and perpendicular to this direction u⊥. The recoil parallel to the
boson direction is defined as

u‖ =
~u · ~q
|~q|

= −qT (4.8)

while the perpendicular component is defined as

u⊥ =
~u× ~q

|~q|
= 0 (4.9)

As already denoted in Eqn. 4.8 and 4.9 the expected value for the parallel component
u‖ is the negative of the boson transverse momentum qT , while the expectation for the
perpendicular component u⊥ is zero. To compare the Monte Carlo prediction to data we use
events with two muons which pass our selection and have an invariant mass around the Z
boson mass (80GeV < mµµ < 100GeV). For this selected events we calculate u‖ in Monte
Carlo and in data as a function of the boson qT shown in the left plots of Fig. 4.4. To get a
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better description of this plots they are separated in slices of boson qT and in each slice a
gaussian is fitted to the u‖-distribution. The negative mean −

〈
u‖
〉

of these fitted gaussians
is shown in the middle plots of Fig. 4.4. To compare this result to the prediction that the
parallel recoil component u‖ is proportional to the boson qT in the right plots of Fig. 4.4 the
ratio of the parallel recoil component −

〈
u‖
〉

and the boson qT is shown which lies around
one, as expected.

Figure 4.4: Parallel recoil component u‖ for Z events (80GeV < mµµ < 100GeV) from Monte Carlo
simulation (top row) and from data (bottom row): In the left column the parallel recoil
component u‖ is shown against the boson qT . In the middle column the negative mean

parallel recoil component −
〈
u‖

〉
is shown against the boson qT . This mean component

is calculated by fitting a gauss function in every boson qT slice, the mean of this gauss

function gives the mean parallel recoil component
〈
u‖

〉
. In the right column the ratio of

the negative mean parallel recoil component −
〈
u‖

〉
and boson qT against the boson qT

is shown, as expected it is very close to one.

To get a correction for the analysis, the difference between the Monte Carlo description
and the data is important. For this correction the ratio of Monte Carlo and data events of the
center plots in Fig. 4.4 is calculated. For the correction of theW simulation it is assumed, that
kinematic of W production is comparable to Z production. As the recoil jet is QCD initial
state radiation it is independent of the boson decay the assumption is reasonable.

This data/Monte Carlo ratio is then used to correct the parallel recoil component u‖ of the
simulated W events on generator level. The same uncorrected distributions as before for W
events on generator level are shown in Fig. 4.5.
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Figure 4.5: Uncorrected parallel recoil component u‖ for W events on generator level: The plots show
the same quantities as in Fig. 4.4, the parallel recoil component u‖ against the boson pT ,

the negative mean parallel recoil component −
〈
u‖

〉
against the boson qT and the ratio of

negative mean parallel recoil component −
〈
u‖

〉
and boson qT against boson qT .

To get a smooth description of this ratio, it is parametrised with the function f (x = qT ) =
a + eb+c·x. The ratio, the parametrisation and its parameters are shown in Fig. 4.6. The
difference to one of this correction is small and only for very small boson qT relevant.
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Figure 4.6: Ratio of the mean parallel recoil component against the boson qT for Z events of
Monte Carlo description and data: The distribution is than parametrised by the function
f (x = qT ) = a+ e

b+c·x to get a smooth description. The values for the parameters of the
parametrisation and there errors are given in the plot. This parametrisation is then used
to correct the W simulation.
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S A M P L E

In this section the different data (Sec. 5.1), background Monte Carlo (Sec. 5.2) and signal
Monte Carlo (Sec. 5.3) samples used in this analysis are introduced. One sample means a col-
lection of events for some specific physical process simulated with one specific Monte Carlo
generator, or a data sample, where events which have fired a specific trigger are collected.

All events that end up in the final MT distribution have to pass all selection steps and
corrections explained in Sec. 4 and have to pass the kinematic selection explained in Sec. 6.
The search region in the final MT distribution is MT > 220GeV.

5.1 D ATA

This analysis uses 2012 proton-proton collision data with a center-of-mass energy of 8 TeV .
The datasets were reconstructed with the software CMSSW_5_3_x. The used dataset is not
the so called prompt-reco (the data which are reconstructed just after recording), but the
re-reco from 22.Jan.2013 (re-reconstruction with all available information on alignment and
detector conditions from the whole data taking period).

Table 5.1 shows a summary of the chosen datasets with the corresponding triggers, run
ranges and integrated luminosities.

Dataset Trigger Run Range Lint
(

fb−1
)

/SingleMu/Run2012A-22Jan2013-v1/AOD HLT_Mu40_eta2p1 190456-193621 1.1
/SingleMu/Run2012B-22Jan2013-v1/AOD HLT_Mu40_eta2p1 193834-196531 4.9
/SingleMu/Run2012C-22Jan2013-v1/AOD HLT_Mu40_eta2p1 198022-203742 7.4
/SingleMu/Run2012D-22Jan2013-v1/AOD HLT_Mu40_eta2p1 203777-208686 7.7

Table 5.1: List of the datasets used in the analysis with the corresponding trigger, run ranges and
integrated recorded luminosity.

To select good runs the JSON file provided by the data certification group is used

Cert_190456− 208686_8TeV_22Jan2013ReReco_Collisions12_JSON.txt

which corresponds to an integrated luminosity of 19.8± 0.5 fb−1. For events that are listed
in the JSON file the certification group has checked that all parts of the detecter were working
fine, and these certified events can be used for the analysis [95].

5.2 B A C K G R O U N D M O N T E C A R L O

Monte Carlo (MC) simulated samples are used to evaluate signal and background efficien-
cies. Generated events are processed through the full Geant4 [96, 97] detector simulation,
trigger emulation and event reconstruction chain of the CMS experiment. Processes which
contribute to the background need to contain a high momentum muon and E/T or objects

37
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which can be misidentified or misreconstructed as a muon and E/T . To pass the selection,
they also need to have the kinematic properties of the signal, back-to-back muon and E/T .
The processes which contribute to the background are listed in the following in decreasing
order of importance (a detailed list of the used MC samples is given in the Appendix A.2).
How much the different processes contribute to the background and how high the selection
efficiency is for the different processes is shown in Tab. 5.2. The effect of the different selec-
tion steps on different background contributions and the comparison to data is illustrated in
Fig. 5.1a. All Monte Carlo samples were generated with consisting PDF sets, meaning NLO
samples were generated with NLO PDFs and LO samples were generated with LO PDFs.

• W → µν: The main background is Standard Model W production with high transverse
masses in the tail of the jacobianW peak. This process looks exactly like the studied sig-
nals, as it produces back-to-back a high pT muon balanced with E/T from the neutrino
and is therefore indistinguishable from the signal. As this is the most important back-
ground, a more detailed view of the different available simulations is useful. There are
three different samples available. The first is a pythia [98] sample binned in p̂T (scale
of the hard interaction) into three samples (p̂T > 500GeV , 100 < p̂T < 500GeV , and
one sample produced over the full p̂T range) separately for W decay into muon and
decay into tau generated at leading order (LO). A correction factor (k-factor) binned in
MT is applied to the pythia sample to correct the differential cross section for higher
order effects (Sec. 5.2.1). The second is a combined µ, e, τ sample generated with Mad-
Graph [99], also at LO. The third possibility is a powheg [100, 101, 102] sample, split
into µ and τ, but also in W+ and W− generated in next-to-leading order (NLO). The
transverse mass spectrum and ratio for all three possibilities is shown in Fig. 5.1b. It
is clear that the MadGraph sample has not enough events at high transverse masses.
The pythia and powheg spectra are quite comparable, but the statistics in the pythia

sample is higher because the sample is binned in p̂T . Therefore, the pythia samples
are used to describe the W background. The NLO corrections to this LO sample are
summarized in Sec. 5.2.1.

• W → τν: This background process can be important if the W decays into a τ and
ντ, and the τ subsequently decays into a µ and two ν. This has the same properties
as the W → µν decay, and is also indistinguishable from the signal, but while the
branching fraction of W → τν is the same as W → µν, the branching fraction for a τ
to decay into µ and ν’s is only 17.41± 0.04% [33], reducing the contribution by more
than a factor of 5. The other issue in this decay is that the 3 ν’s can share any fraction
of the initial energy, so while keeping the kinematic relations, the transverse mass is
shifted to lower values, further reducing the contribution in the relevant MT -region
(MT > 220GeV). The contribution of muons from tau decays is also relevant in signal
processes and therefore studied in Sec. 5.3.2 for signal and background. The sample
used is, as mentioned for W → µν, the pythia sample binned in three p̂T -bins and
corrected with the binned k-factor.

• Top: The production of top quarks can be either pair production (tt̄) or single top
production. Both processes can contribute to the background as the top decays in all of
the cases to aW and a lighter quark and theW can subsequently decay into a muon and
a neutrino. The process can contribute to the background because the W and therefore
the muon is highly boosted due to the high top mass. But the kinematic relations
are not the same as for the signal due to additional hadronic jets of the quarks. The
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background contribution is therefore significantly reduced as can be seen in Fig. 5.1a.
Single top production was simulated with powheg (hadronic showering simulated with
pythia) and scaled to an approximative next-to-next-to-leading order (NNLO) cross
section [103]. The pair production is simulated with mc@nlo [104] (hadronic showering
simulated with herwig [105, 106]) and scaled to the latest NNLO cross section [107].

• Diboson: The production of two bosons WW, WZ and ZZ is also important if the W
or Z decays into muons with ET/ from either neutrinos or mismeasured hadronic jets.
The samples where produced with pythia for the three boson combinations each time
with two samples (with the minimum boson pT greater than 500GeV and over the full
range) in LO. The samples were scaled to the NLO cross section.

• DY: The Drell-Yan process qq̄ → `¯̀ can contribute to the background if ` = µ and
one muon is not correctly measured or ` = τ and only one tau decays into a muon.
In both cases, ET/ comes from the missing measurement of the second muon or the
mismeasurment of the hadronic tau jet. The process where ` = µ was simulated with
powheg at NLO, while the process where ` = τ was simulated with pythia at LO and
a uniform QCD k-factor of 1.26 was applied.

• QCD: The multijet background of jet production via the strong interaction (therefore
called QCD) has the largest cross section but high pT muons and ET/ are not produced
with the signal kinematics at high rates. The requirement of only one high pT muon
reduces this background very much (see Fig. 5.1a: Single muon and pT > 110GeV
cut). This background is simulated in a muon enriched sample produced with pythia

in LO. Because QCD can only be calculated with perturbation theory at high energies,
the low energy part of the reaction has to be simulated with qualitative models (called
hadronization). To avoid the difficulty in producing a good simulation for the QCD
background, many analyses use a data driven approach to estimate QCD background
from a signal free control region. An example for such a region would be a region
with high pT muons but only little ET/ (a high pT/ET/ ratio). This region is shown in
Fig. 6.1 where the data-Monte Carlo agreement is quite good even for large pT/ET/

ratios. Because of that, the Monte Carlo description is used in this analysis to describe
the QCD background. Another reason is that the QCD background contributes only
< 1% to the whole background (Tab. 5.2) and a good background modeling is therefore
less important than for the other processes.

All Monte Carlo samples were scaled to the integrated luminosity L of the data with the
weight

w =
L · σ
Nev

(5.1)

from the cross section σ and the event number Nev of the sample (the numbers for all used
samples are given in Sec. A.2 in the appendix).

The simulation of pile-up (interactions that happen in the same bunch crossing, but do
not contain interesting physics for this analysis) is included in all Monte Carlo samples by
superimposing simulated minimum bias interactions (events with a much lower event rate,
to not be biased by a trigger or other selections) onto all simulated events (details on the
treatment of pile-up in this analysis is given in Sec. 6.2).
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process event numbers fraction (%) efficiency

W → µν 17 275± 170 80.8 4.90 · 10−5

W → τν 337± 4 1.8 1.36 · 10−6

Top 2 759± 28 12.9 3.87 · 10−4

Diboson 652± 8 3.0 3.37 · 10−4

DY 237± 7 1.1 3.08 · 10−6

QCD 87.8± 56.6 0.4 1.46 · 10−9

All BG 21 469± 224 100.0 3.55 · 10−7

Data 22 570

Table 5.2: Different background contributions to the finalMT distribution: The different processes and
the event numbers for MT > 220GeV with their statistical error are given. Also the fraction
and efficiency for the different processes is listed, meaning which fraction of the produced
events end up in the final distribution. As a comparison, the number of all background
events and the number of observed data events is shown (all errors shown are statistical,
the systematic error is > 10%).

Trigger ID µSingle 
TE/

T
p φ∆ >110 GeV

T
p

E
ve

nt
s
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710

810

910

ν τ,µ →W +single toptt

Diboson DY

QCD data

CMS Private Work -1 L dt=20 fb∫  = 8 TeVs

(a) Cutflow: This distribution shows the number of events af-
ter different selection steps, in a stacked histogram for the
background Monte Carlo and with black markers for the
data. The first bin shows the number of events that passed
the trigger selection (Sec. 4.1.1) and in the second the muon
ID (Sec. 4.1.3). In the third bin are the events with exactly
one muon. The fourth and fifth bin are the kinematic selec-
tion (Sec. 6.1). In the last bin the muon is required to have
pT > 110GeV which corresponds roughly to the search re-
gion of MT > 220GeV . The different contributions in the
last bin are listed in Tab. 5.2 in numbers. The distribution
is also listed as a Table in the appendix (Tab. A.8).
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(b) Comparison of the different available W samples: Shown
are the different transverse mass distributions for the
pythia, MadGraph and powheg sample. Also shown
is the ratio compared to the pythia sample. The agree-
ment between pythia and powheg is good, while the
MadGraph sample does not have much events left for
MT > 200GeV , which is the interesting region for this
analysis. The pythia sample already contains the binned
k-factor (Sec. 5.2.1), to account for NLO effects. All three
samples were scaled to the same luminosity of 20 fb−1.

Figure 5.1: Background Monte Carlo information: The cutflow (left) and the different W simulations
(right) are shown.
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5.2.1 k-factor

The Monte Carlo sample modeling the background events from W-boson production is gen-
erated using pythia in LO. In order to incorporate higher order effects, a k-factor can be
calculated, either for the whole distribution k =

σ(N)NLO

σLO
or binned for the parameter of

interest MT : k (MT ) =
∆σ(N)NLO/∆MT

∆σLO/∆MT
. The calculation is derived from Ref. [108].

The NLO k-factor incorporates QCD and electroweak contributions and effects due to
NLO PDF sets. The electroweak corrections were calculated by calculating the differential
cross section with the event generator horace [109] which contains the electroweak NLO
corrections. For the QCD corrections, the generator mc@nlo was used. It is also important
to account for the effect of the PDFs, the correction therefore also includes the difference
between the LO PDF (cteq6l1) used for the production of the sample and the NLO PDF (CT10)
used to calculate the corrections. The contributions of electroweak and QCD corrections and
the effect of the NLO PDF are shown in Fig. 5.2-left.

To combine the two different types of corrections, two different approaches can be applied
[110]. From the electroweak differential cross section

[
dσ
dO

]
EW

and the QCD differential cross
section

[
dσ
dO

]
QCD

an additive combination[
dσ

dO

]
QCD⊕EW

=

[
dσ

dO

]
QCD

+

[
dσ

dO

]
EW

−

[
dσ

dO

]
LO

(5.2)

and a factorized combination[
dσ

dO

]
QCD⊗EW

=

([
dσ
dO

]
QCD[

dσ
dO

]
LO

)
×
[
dσ

dO

]
EW

(5.3)

can be calculated. The k-factor is obtained by dividing this by the leading order differential
cross section, shown at the bottom of Fig. 5.2-right.
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Figure 5.2: k-factor: The left plot shows the contribution of electroweak, QCD corrections, and the
effect of the NLO PDF compared to the LO sample. The right plot shows both possibilities
to combine electroweak and QCD corrections. In the bottom part of the right plot the
parametrisation and its uncertainty are shown, it also corresponds to the actual NLO k-
factor which is used in the analysis.
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To avoid that statistical fluctuations have an influence on the used k-factor and therefore
on the finalMT spectrum, both the additive and multiplicative combination are parametrised
with a second order polynomial function. The mean of these two parametrisations is used
as the final k-factor while the difference between this mean and both combinations is con-
sidered as a systematic uncertainty. Both combinations are shown in Fig. 5.2-right, the ratio,
parametrisation and uncertainty is shown at the bottom of the plot.

5.2.2 Parametrisation of the background

The statistics of the background prediction is limited by the number of generated events.
To get a smooth background prediction without the production of much more Monte Carlo
events, a parametrisation of the Monte Carlo background prediction is used to avoid unphys-
ical fluctuations in it. The function that is used for the parametrisation of the background in
the range from 150GeV < MT < 3500GeV is

f (x =MT/GeV) = e
a+b·x+c·x2 · xd + ee·x+f · 100

x
(5.4)
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Figure 5.3: Parametrisation of the background Mote Carlo spectrum to get a smooth background
prediction: The ratio at the bottom shows a good agreement between the Monte Carlo
prediction with its statistical uncertainties and the parametrisation.
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The first part of the function describes the spectrum in the high MT region while the
second part which is suppressed by 100

MT
at high MT describes the edge of the W peak at

lower MT .
This parametrisation gives a smooth background prediction over the wholeMT range. The

chosen function is well suited to describe the MT distribution in MC because this function is
not used to extrapolate the background but to parametrise it. The background expectation
in a given search window can now be calculated using the parametrisation. As a crosscheck,
these values are compared to the results of a simple cut and count of the simulated back-
grounds. The agreement between both methods is good as can be seen in Fig. 5.3, especially
in the ratio in the bottom of the plot. The χ2’s for the different fits are given in Tab. A.6 in the
appendix. They range from 1.51 < χ2/NDOF < 2.92 which indicates a reasonable agreement
between the Monte Carlo prediction and the parametrisation.

5.3 S I G N A L M O N T E C A R L O

In this section, the Monte Carlo samples used to describe the signal are introduced. First
the W ′ samples (Sec. 5.3.1) are summarized and especially the contribution to the signal
from taus decaying into muons (Sec. 5.3.2). In the second part, the Dark Matter samples
(Sec. 5.3.3) and the parametrisation of these samples (Sec. 5.3.4) are introduced. A complete
list of all used signal Monte Carlo samples is given in the Appendix in Sec. A.2. In the
shown plots, two example signal distributions are shown, one example for W ′ with a mass
of mW ′ = 2000GeV and a Dark Matter sample with a mass mχ = 300GeV, Λ = 600GeV and
ξ = +1.

5.3.1 W’

Signal samples were produced for the W ′ decaying into a muon plus neutrino and tau plus
neutrino with pythia in LO. The samples were produced with mW ′ from 300GeV up to
4000GeV and have gone through the whole detector simulation.

Flat NNLO k-factors for
√
s = 8TeV [111] were calculated and are listed together with the

different samples and cross sections in Sec. A.2.
The generated events show a jacobian peak like the Standard Model W but at the W ′

mass mW ′ . Three example distributions on generator level are shown in Fig. 5.4. An other
feature that can be seen on generator level is the off-shell production, which increases with
increasingmW ′ . For highW ′ masses therefore the low and mediumMT part of the spectrum
become important and not only the peak region aroundmW ′ . This clear structure that can be
seen in the generator information gets smeared out by the detector resolution and the clear
peak structure is lost for high pT , MT and therefore high mW ′ after reconstruction.

5.3.2 Contribution by τ→ `ν to the signal

As already indicated for the background processes, not only the direct production of a muon
and a neutrino is interesting but also the indirect one from the decay of a tau lepton. A high
pT tau that decays via τ→ µνµντ can not be distinguished from the direct muon production
process because the muon and two neutrinos are boosted in the tau direction [112].
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Figure 5.4: Generator level transverse mass signal distributions for three different W ′ masses for W ′

decaying directly to a muon and a neutrino: The jacobian peak structure and the increased
off-shell production at low MT for increasing W ′ masses can be seen clearly.
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The balanced back-to-back kinematic is conserved by the same argumentation as for the
Dark Matter pair production (Sec. 3.2.2). The resulting transverse mass spectra for back-
ground and W ′ signal are shown in Fig. 5.5.

The ratio of indirect over direct muon production is about 1.6% (at MT = 220GeV) for
the background and > 19% (also at MT = 220GeV) for the W ′ signal. While the value
for the signal is comparable with the branching fraction of about 17%, the value for the
background is about an order of magnitude lower. Both effects come from the fact that while
the kinematic relations hold, the energy of the three neutrinos contribute to ET/ , resulting in
a shift to lower MT compared to the direct decay, where the neutrino corresponds directly
to ET/ . In addition, one has to consider the different shapes of the transverse mass spectra
for background and signal, the background spectrum is on the high energy tail of the W
jacobian peak, while the signal is in the low energy tail or right on the jacobian peak. This
results in the ratios for indirect over direct production at a fixed MT value.

5.3.3 Dark Matter

For the Dark Matter signal 11 mass points have been generated for Dark Matter masses
1GeV < mχ < 2000GeV for vector and axial-vector coupling. A detailed list of all generated
samples, their cross section and number of generated events is given in the appendix Sec. A.2.
The samples were generated with MadGraph 5.1.5 [113] matched to pythia for showering
and hadronization.
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Figure 5.6: Cross section times Branching Fraction for the produced Dark Matter samples: All cross
sections are for Λ = 600GeV. Vector coupling is shown with a solid line, while axial-vector
coupling is shown by a dashed line. The colors indicate the different ξ values ξ = 0,±1.



46 sample

All samples were generated with up to one additional jet at matrix level because the pro-
cess with one and the process with no additional jet have a comparable cross section. The
balanced back-to-back kinematic is no longer valid if one jet is radiated, but it can still con-
tribute to the signal and is therefore included in the simulation.

The cross sections for the two couplings and ξ = 0,±1 are shown for the different masses
mχ in Fig. 5.6. For low masses mχ no difference between vector and axial-vector coupling
is observed. For masses above 100GeV the axial-vector cross sections are lower than the
vector cross sections, because of reduced spin phase space for the spin dependent axial-vector
coupling at high x of the PDF.

The different transverse mass signal distributions are shown in Fig. 5.7. The signal has
above MT = 220GeV no structure, just a flat falling spectrum. The difference between vector
coupling (solid lines) and axial-vector coupling (dashed lines) is shown in Fig. 5.7-right and
is dominated by the difference in cross section for high Dark Matter masses as seen in Fig. 5.6.
The other much smaller difference is, that the vector coupling signal is slightly steeper. The
effect of the different values of ξ is shown in Fig. 5.7-left for one example mass point. The
steepness of the spectrum depends strongly on ξ. The interference scenarios can clearly be
distinguished, while for ξ = 0 no interference occurs, the interference for ξ = +1 (ξ = −1)
is destructive (constructive). Also shown is for the ξ = 0 case, that the Dark Matter particles
coupling to up type quarks or coupling to down type quarks is comparable, which confirms
the choice of one common factor ξ for the relative coupling strength between up type and
down type quarks as introduced in Sec. 3.2.2.
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Figure 5.7: Generator level MT distribution for different Dark Matter signal samples: The left plot
shows the difference in ξ for a given mass mχ = 10GeV. For the ξ = 0 case the difference
between the Dark Matter particles coupling only to up type quarks and coupling only to
down type quarks is shown. In the right plot in addition the effect of different Dark Matter
masses is shown, which scales mainly the cross section, but does not change the shape of
the distribution. The other shown effect is the difference between vector coupling (solid
lines) and axial-vector coupling (dotted lines), which also just scales the cross section.

Also important to note is that the spectrum shape is independent of Λ, the signal simply
scales with 1

Λ2
, therefore the samples were all produced with a fixed Λ = 600GeV. As there
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is only a flat MT spectrum for all values of ξ, the signals were produced for ξ = 0,±1,
but only the ξ = +1 samples were simulated with the full detector simulation. To get final
samples for ξ = 0,−1, the ξ = +1 sample was scaled with the generator information with
the reweighting factor x for each event

x (ξ,MT (at generator level)) =
Nev (ξ,MT )

Nev (ξ = +1,MT )
(5.5)

5.3.4 Dark Matter Parametrisation

Due to a limited number of generated Monte Carlo events and the steeply falling spectrum
there are not many simulated signal events with high MT . To get a smooth prediction of the
number of signal events at high MT , the different simulated samples were parametrised with
the function

f (x =MT/GeV) = e
a+b·x · xc (5.6)

in the range from 150 < MT < 2000GeV. An example parametrisation is shown in Fig. 5.8-
left. The cumulative comparison of the parametrisation with the Monte Carlo is shown in
Fig. 5.8-right. The agreement between the fit and the Monte Carlo is quite good (χ2/NDOF =
1.02) and gives a smooth prediction of the signal at high MT .
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6
A N A LY S I S

In this section the analysis is presented, beginning with the kinematic selection (Sec. 6.1).
Then corrections on the simulation for pile-up (Sec. 6.2) and efficiencies (Sec. 6.3) are ex-
plained. The final distribution and choice of signal region is introduced (Sec. 6.4). At last the
systematic uncertainties (Sec. 6.5) and the limit setting procedure (Sec. 6.6) are explained.

6.1 K I N E M AT I C S E L E C T I O N

Most of the background contributions can be reduced by exploiting the balanced back-to-
back decay kinematics of the W ′ → µν decay which is also valid for the Dark Matter signal.
All events are required to fulfill the muon selection as defined in Sec. 4.1.3 before there
kinematic properties are studied.
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(b) Distribution of the ratio of the muon pT and ET/ : The distri-
bution shows a clear peak at one, as expected for theW and
Diboson backgrounds and both example signals. The other
background samples do not have a strong peak at one and
can therefore be suppressed with a cut on this distribution.
The cut values are 0.4 < pT /ET/ < 1.5.

Figure 6.1: Kinematic distributions, ∆φ (left) and pT/ET/ (right).

The two kinematic distributions which describe the balanced back-to-back kinematic re-
lation, are first the ratio of the muon momentum pT over the missing transverse energy ET/

which should be one for a balanced back-to-back decay. The second distribution is the an-
gular difference ∆φ in the r− φ plane between the muon and ET/ which should be π for a

48



6.1 kinematic selection 49

back-to-back decay. This ideal values are smeared out by detector resolution and initial and
final state radiation. Both distributions are shown in Fig. 6.1.

To reduce the background contribution, while keeping most of the signal, two kinematic
selections are applied. The ratio of the muon momentum pT and E/T peaks around one
and events in the range 0.4 < pT/ET/ < 1.5 are selected. In the transverse plane, the angle
∆φ (µ,ET/ ) between the muon and E/T is nearly π and events with ∆φ (µ,ET/ ) > 0.8 ·π = 2.5 are
selected.

6.1.1 Cross check of kinematic selection

The kinematic distributions of pT/E/T and ∆φ (µ,ET/ ) (see Fig. 6.1) are different for the Dark
Matter signal on the one side and forW ′ on the other side due to additional initial state jet ra-
diation for the Dark Matter samples, so there might be the possibility to gain some additional
sensitivity by optimizing these kinematic selections for the Dark Matter interpretation. Also
for W ′ it can be helpful to have a look at the selection if there is potential for optimization
because the selection was taken from previous Monte Carlo studies [114].

For this cross check, the background Monte Carlo samples were scaled to the luminosity
of the dataset while the signal samples were scaled to the cross section that can be excluded
with the used selection. As a measure for the sensitivity, the ratio S/

√
S+B with the number

of signal events passing the selection (S) and the number of background events passing the
selection (B) are calculated. This is done for all possible selections of the three selection
values to be optimized:

• The lower selection on pT/E/T,

• The upper selection on pT/E/T and

• The selection on ∆φ (µ,ET/ ).

This method takes only the statistical uncertainty of the Monte Carlos into account, and
not the systematic uncertainties, but for this simple crosscheck the S/

√
S+B measure is

sufficient.
The distribution of S/

√
S+B for MT > 300GeV against all combination pairs of this three

selections are shown in Fig. 6.2. To indicate the selection values with the highest sensitivity, as
calculated from the three dimensional distribution, this point is marked with a blue marker
in each plot. For comparison the used selections are shown with a black marker. What can
be seen is that there is always a wide region where the sensitivity is nearly constant (green
area) and changing the selection values would not gain much sensitivity. The point for the
used selection is also always not very far off the optimized point in terms of sensitivity. For
a dark matter signal, a loser selection and for W ′ a tighter selection is preferred.

To study this difference in sensitivity further, the ratio S/
√
S+B is calculated for the opti-

mized selection and for the used selection, depending on an additional cut on MT , and are
shown in Fig. 6.3. The uncertainty and value of these points are calculated by applying this
procedure on the different generated mass points and calculating the mean and standard
deviation from this different results to get a measure for the spread of the values. For Dark
Matter, there is only a possible gain in sensitivity for a very low MT -threshhold, but even
this improved sensitivity would be lower than the sensitivity for a MT -threshold of 300GeV
where the highest sensitivity is.
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Figure 6.2: Sensitivity S/
√
S+B distributions for different selection values and MT > 300GeV: In the

left column the distributions are shown for a Dark Matter signal and in the right column
for the W ′ signal. In the top row the significance for the upper selection on pT/E/T against
the selection on ∆φ (µ,ET/ ), in the middle row the lower selection on pT/E/T against the
selection on ∆φ (µ,ET/ ) and in the bottom row the lower against the upper selection on
pT/E/T are shown. In all distributions the selection values with the highest significance are
indicated by a blue marker, the selection values used in the analysis are indicated by a
black marker.
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For W ′ there is even less gain in sensitivity by optimizing the cuts. This leads to the
conclusion that the used cuts can be kept as they are and an optimization would not improve
the result significantly.
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Figure 6.3: Sensitivity S/
√
S+B distributions for the optimized and used selection values against an

additional selection onMT : The left distribution shows the results for a Dark Matter signal,
the right one for a W ′ signal. The only region where one can gain some sensitivity above
the spread of it is the low MT -region for the dark matter sample, but even the improved
sensitivity is smaller than the highest one achieved with the used selection. The points
and there uncertainties were calculated by taking the mean and standard deviation of the
S/
√
S+B values for the different generated mass points.

6.2 P I L E - U P R E W E I G H T I N G

With the increase in instantaneous luminosity to very high values during the 2012 data taking
(peak value: 7.67× 10

33 cm−2s−1), the number of additional interactions per bunch crossing
has also increased up to ∼ 50 (mean number of interactions is about 16). As the MC samples
are generated beforehand with a different distribution of the number of pile-up interactions
per event than observed in data, this has to be corrected.

The basic principle of the correction method is, to take the distribution of the number of
interactions in data and the one used to produce the Monte Carlo sample and calculate the
ratio. This ratio distribution can then be used to correct the Monte Carlo distribution for
each event, resulting in a similar distribution in Monte Carlo and data. This method gives
each event a weight, depending on the number of simulated interactions in the event, the so
called pile-up weight.

The difficulty of this method is to know the distribution in data. There are two possibili-
ties to get the data distribution. The first method is to just take the number of reconstructed
vertices, corrected for the vertex reconstruction efficiency (∼ 70%) and get the number of
interactions. The second method is to use the measured instantaneous luminosity. Multiply-
ing the instantaneous luminosity with the total inelastic cross section, gives the number of
interactions per event.
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The second luminosity-based method is used for this analysis due to its smaller uncertain-
ties. For this method it is important to know the total inelastic cross section. The value taken
for this analysis is 69.4mb. The systematic uncertainties which come from this method are
explained in Sec. 6.5 (documentation on the whole method can be found in Ref. [115]).

The final distribution of the number of reconstructed vertices after the reweighting is
shown in Fig. 6.4, it shows a good agreement between data and Monte Carlo, showing that
the pile-up reweighting method works.
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Figure 6.4: Distribution of the number of reconstructed vertices, after the pile-up reweighting: The
agreement between data and Monte Carlo is good. The systematic uncertainties on the
pile-up reweighting (Sec. 6.5) are shown as a gray shaded area and cover the disagreement
between data and Monte Carlo.

6.3 E F F I C I E N C I E S & S C A L E FA C T O R S

Selection efficiencies are important to know for data and Monte Carlo samples, to correct
for effects which are not simulated in the Monte Carlo samples. Therefore, the efficiency
is factorized in 3 steps: εµ = εID · εISO · εTrigger with the trigger efficiency εTrigger, the
isolation efficiency εISO and the muon ID efficiency εID.

The ID, Isolation and trigger efficiencies used in this analysis are provided by the muon
Physics Object Group (POG) [116]. They are calculated with the tag-and-probe method. This
method measures efficiencies in data and Monte Carlo independently. The method uses the
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Standard Model Z resonance decay in two muons which can clearly be identified. One muon
passes a tight selection (tag), while the other passes a loose selection (probe). The probe is
checked if it passes the studied analysis steps, while the tag is always required to pass. The
efficiency of the analysis step is then the ratio of passing probes over all probes (passing +
failing). This is done for the trigger requirement, the isolation requirement and the high-pT
muon ID, in three η bins (|η| < 0.9, 0.9 < |η| < 1.2 and 1.2 < |η| < 2.1). It is also binned in
different muon pT bins, but because there are not enough events at high pT , the efficiency
against pT is parametrised with a constant and therefore extrapolated flat to high pT 1.

These different efficiencies for data and Monte Carlo are listed in Tab. 6.1 and can be used
to calculate a data/Monte Carlo scale factor. The different scale factors are also listed in
Tab. 6.1. For the calculation of the trigger efficiency the isolation and muon ID criteria are
already required and for the calculation of the isolation efficiency the muon ID is required..

Efficiency Data (%) Simulation (%) Data/MC

|η| < 0.9

High pT muon ID 95.54± 0.02 96.51± 0.02 0.9900± 0.0003
Rel. tracker isolation 99.46± 0.01 99.49± 0.01 0.9996± 0.0001
Trigger Mu40eta2p1 92.90± 0.02 95.10± 0.03 0.9768± 0.0004

0.9 < |η| < 1.2

High pT muon ID 95.87± 0.04 96.61± 0.04 0.9923± 0.0006
Rel. tracker isolation 99.51± 0.01 99.58± 0.01 0.9994± 0.0001
Trigger Mu40eta2p1 83.14± 0.06 87.01± 0.03 0.9555± 0.0011

1.2 < |η| < 2.1

High pT muon ID 95.06± 0.03 95.54± 0.03 0.9949± 0.0004
Rel. tracker isolation 99.56± 0.01 99.59± 0.01 0.9997± 0.0001
Trigger Mu40eta2p1 80.27± 0.05 81.56± 0.03 0.9842± 0.0009

Table 6.1: Trigger, isolation and ID efficiency in data and Monte Carlo simulation for three η bins:
Also listed are the different data/Monte Carlo scale factors for trigger, isolation and ID in
three η bins. All given uncertainties are purely statistical.

The final scale factors that are used in the analysis are binned in η, and have the values
listed in Tab. 6.2. Each Monte Carlo event is weighted depending on the η of the muon
in the event. The given uncertainties are statistical and are . 0.1% and can therefore be
neglected compared to the systematic uncertainties (& 1%). The systematic uncertainties on
the efficiencies and scale factors are explained in Sec. 6.5.

6.4 S I G N A L S E L E C T I O N

The final distribution is the transverse mass spectrum calculated from the muon and ET/ ,
which is the main discriminating distribution. The analysis searches for an excess in the
transverse mass spectrum by comparing the data distribution to the Standard Model expec-
tation. As both signal models, Dark Matter and W ′, would show an excess at high MT , the
whole transverse mass spectrum above the threshold MT > 220GeV is used for the analy-

1 This extrapolation is conservative for the trigger and isolation efficiency and reasonable for the ID efficiency.
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sis2. Every event that ends up in the final MT distribution, has to pass the trigger selection
(Sec. 4.1.1), the muon ID selection (Sec. 4.1.3) and the kinematic selection (Sec. 6.1). They
are also corrected for ET/ effects (Sec. 4.2.3) and Monte Carlo events are corrected for pile-up
(Sec. 6.2) and efficiencies (Sec. 6.3). The resulting MT distribution is shown in Fig. 6.5.

|η| < 0.9 0.9 < |η| < 1.2 1.2 < |η| < 2.1

0.997 0.958 0.979

Table 6.2: Final data/Monte Carlo scale factors used in the analysis in three η bins.

The binning of the distribution is driven by the muon pT resolution, which directly cor-
responds to the MT resolution, because the ET/ and its resolution is dominated by the high
energy muon. The binning is therefore chosen to have a bin width about 10% of the MT

value.
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Figure 6.5: Final transverse mass distribution, calculated from all muons and ET/ that pass all selection
steps: The Standard Model background is shown as a stacked histogram, the data as black
markers and two signal examples as colored lines. The systematic uncertainty on the
background is shown as a grey shaded band (details on the systematic uncertainties are
given in Sec. 6.5).

The agreement between data and Monte Carlo is quite good. All deviations are smaller
than one standard deviation σ of systematic uncertainty with one exception, one data point

2 The region with MT > 220GeV is chosen to be consistent with the electron channel, where the lower bound is
given by the offline ET selection of ET > 100GeV.
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at MT = 900GeV deviates more than one σ. Control plots for all events (ET/ of the events
and pT , φ and η for the muons) are shown in Sec. A.9, and confirm the good data/Monte
Carlo agreement. Also control plots for the deviating region 840 < MT < 920GeV are shown
in Sec. A.9 and show no systematic of the deviation, indicating a statistical fluctuation. The
observed event with the highest transverse mass MT = 2.1TeV is shown as an event display
in Sec. A.1, and is dominated by the muon and ET/ , and fulfills clearly the signal selection.

For a better comparison between data and Monte Carlo on this steeply falling spectrum
the ratio of data measurement minus Monte Carlo prediction over Monte Carlo prediction, is
calculated and shown in Fig. 6.6. Also in this plot the biggest data-Monte Carlo disagreement
can be seen at MT ∼ 900GeV, but it is smaller than 2 σ, and therefore not a significant
deviation. The good overall agreement between data and Monte Carlo, can be seen even
better in the ratio. For the calculation of the ratio, bins were merged until each bin contained
at least 20Monte Carlo events, so that the calculation of the ratio is reasonable and not driven
by single events.

 (GeV)TM
400 600 800 1000

M
C

(d
at

a 
-M

C
)

-1

-0.5

0

0.5

1
CMS Preliminary -1 L dt = 20 fb∫      

T
E + µ  = 8 TeVs

syst uncer.

2500

Figure 6.6: Ratio plot, showing the ratio of data minus Monte Carlo over Monte Carlo events: The
binning is chosen in a way, that each bin contains at least 20 Monte Carlo events, and for
the last bin the x-axis is broken. The biggest deviation is in the MT ∼ 900GeV bin, as
expected from the MT plot.

Another way of comparing data and Monte Carlo especially at high MT , with few data
events, is to use the cumulative plot, which shows the integrated number of events above
a MT threshold, as a function of the MT threshold. It is shown in Fig. 6.7. The good
data/Monte Carlo agreement can clearly be seen, the only deviation (> 1σ) is at MT ∼

900GeV and therefore consistent with the standard MT plot, while there are no additional
deviations.

For the final selection, a high signal efficiency is important, to get a high signal over
background ratio. The efficiencies for the background are listed in Tab. 5.2. For the signal
the efficiencies are calculated in different selection steps.

For the W ′ signal they are shown in Fig. 6.8, depending on the W ′ mass. The efficiency
is maximal for 1TeV < MW ′ < 2TeV at about 70%. For lower W ′ masses the efficiency
decreases because the muon and ET/ from the W ′ decay do not have such high momenta and
are not so concentrated in the central region, resulting in a loss of efficiency due to the pT and
η-acceptance selection. For higher W ′ masses the efficiency decreases due to higher off-shell
production of the W ′, which has the same effect as light W ′s.

For the Dark Matter signal, the efficiency does not depend on the Dark Matter mass and
type of coupling, as the shape of the signal does not depend on the mass and coupling
(Sec. 5.3.3). It does depend on the parameter ξ and therefore on the steepness of the signal.
For ξ = +1 the final signal efficiency is 13± 2%.
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For the other interference cases ξ = 0,−1, the spectrum extends to higherMT and therefore
the efficiency is also higher with 39± 4% (ξ = 0) and 42± 4% (ξ = −1). The given errors are
the spread of the efficiency values for different Dark Matter masses.

6.5 S Y S T E M AT I C U N C E RTA I N T I E S

In this section the different sources for systematic uncertainties are explained, and the effect
on the final distribution is discussed. All systematic uncertainties are applied to the back-
ground simulation and the different signal simulations. For the calculation of the systematic
uncertainties the analysis was redone with objects shifted or events reweighed according to
their uncertainty. All systematically shifted distributions for the background (Sec. 5.2.2) and
Dark Matter signals are parametrised (Sec. 5.3.4) and the difference to the final MT distribu-
tion is taken as the systematic uncertainty. The uncertainties that contribute in this analysis
are listed in the following section in increasing order of importance at high MT .

6.5.1 Luminosity:

The luminosity is measured by the rate R of specific events (like Z bosons decaying to two
muons)

L =
R

σvis
=

R

σ0 (E)A (t,µ,nb, · · · )
(6.1)

with the visible cross section σvis of the process, which consists of the cross section σ0 and the
acceptance A, which depends on time t, pileup µ, filling scheme nb and other parameters. A
detailed study of this procedure and its systematic uncertainties is given in Ref. [117], which
results in an overall systematic uncertainty of 2.5% on the luminosity. As the background
is scaled to the luminosity, the scaling factor is varied ±2.5% and the difference of this
distributions to the final MT distribution is taken as the systematic uncertainty due to the
luminosity.

6.5.2 Scale factors:

For the final scale factors (Sec. 6.3), two uncertainties are taken into account. First the un-
certainty due to the tag-and-probe method with Z events, which is used to determine the
scale factors. The second uncertainty is due to the extrapolation, from Z decay energies to
the highest energies in the MT spectrum.

The muon Physics Object Group determined a systematic uncertainty of 0.5% (ID), 0.2%
(isolation) and 0.2% (trigger) on the scale factor [118]. Therefore, a systematic uncertainty of
1% is assumed for the tag-and-probe method on the scale factor.

For the extrapolation of the scale factors from the region it is measured (pT ∼ 100GeV) to
the search region (pT ∼ 1000GeV), it is assumed that the scale factor is flat versus pT . The
scale factor can be extrapolated from different points, this choice leads to an uncertainty due
to the extrapolation. For the different scale factors, the dependence of the scale factors as a
function of pT are shown in Fig. 6.9.



58 analysis

|η| < 0.9 0.9 < |η| < 1.2 1.2 < |η| < 2.1
ID 0.9900± 0.0247 0.9923± 0.0163 0.9949± 0.0368

ISO 0.9996± 0.0020 0.9994± 0.0016 0.9997± 0.0007
Trigger 0.9768± 0.0132 0.9555± 0.0082 0.9842± 0.0021 combined

SF 0.9967± 0.0276 0.9476± 0.0176 0.9789± 0.0363 0.9688± 0.0194

Table 6.3: Scale factors for the different η regions (columns) and the three selection criteria (rows):
The combined scale factor (SF) for the three η regions is given in the last row and is used
in the analysis. For comparison, a combined scale factor is calculated by averaging the
three scale factors, weighted with the number of events in each η region. The given error
is the uncertainty due to the extrapolation uncertainty of the scale factor to high pT . The
additional uncertainty of 1% due to the tag-and-probe method is not included.

Also shown are the lines which correspond to the highest pT bin (green), to the second
highest pT bin (red) and also the fit of a constant (blue) to all points, the maximal difference
between this three lines is chosen as the systematic uncertainty due to the extrapolation on
the scale factor. The scale factor is determined by the parametrisation of all these points
with a constant (blue). The resulting different scale factors and the projection uncertainty are
listed in Tab. 6.3. In this analysis, a scale factor depending on η is used.

The systematic uncertainty for the scale factor consists out of the systematic uncertainty of
the tag-and-probe method (∼ 1%) and the extrapolation uncertainty (1.9%).

6.5.3 Missing transverse energy:

ET/ is a composite object, calculated of all objects in the event (Sec. 4.2), therefore all objects
contribute to the uncertainty on ET/ . The uncertainty on ET/ is calculated by splitting ET/ in this
different objects, varying each objects scale and resolution by its systematic uncertainty, and
recalculating ET/ . The objects of ET/ are:

• Electrons and Photons: For the measurement of the momentum scale the invariant mass
of Z boson decaying to electron pairs is used. The resulting systematic uncertainty is
±0.6% in the barrel and ±1.5% in the end caps [119].

• Tau: The tau uncertainty is based on the energy scale uncertainty for hadronically
decaying taus. The tau energy scale was measured with data in Z→ ττ→ µτh

3, where
the muon can be measured with high precision. The reconstruction of the invariant
mass can then be compared to a Monte Carlo prediction, resulting in a tau energy scale
uncertainty of 3% [120]. The basic object which is used for the ET/ calculation is a PF-jet
and not the reconstructed tau, just the tau uncertainty is applied.

• Muon: The muon contributes in this analysis not only to the ET/ , but is its own object
in the analysis, therefore the uncertainties on ET/ due to the muon uncertainties are not
treated in the context of ET/ and are discussed in the µ resolution and µ scale sections
(Sec. 6.5.6 and Sec. 6.5.8). The effect on ET/ is comparable to the effect on the muon
because ET/ is dominated by the muon for high MT .

3 In this context τh means, that the tau decays into hadrons.
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Figure 6.9: Scale factors for the different η regions (columns) and the three different selections (rows),
depending on the pT of the muon: The highest pT bin (red), the second highest pT bin
(green)and the parametrisation of the distribution with a constant (blue) are marked with
colored lines. The difference between these lines is taken as the systematic uncertainty on
the extrapolation of the scale factor to high pT . The mean value, used for the analysis was
determined by the parametrisation. The shown errors are statistical, and the range of the
y-axis is limited to a small interval around one.

• Unclustered energy: The unclustered energy (jets with pT < 10GeV and particle candi-
dates not within a jet) is varied by ±10% [121].

• Jet energy resolution: The jet energy resolution (JER) in data is worse than in Monte
Carlo as seen in measurements. To correct for this difference, Monte Carlo events can
be corrected

pT → max
[
0,pgenT + c ·

(
pT − p

gen
T

)]
(6.2)
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with the correction factor c and the truth pgenT . This method works only for jets that
can be matched to a jet on generator level. For all other jets, the reconstructed pT can
be smeared with a gaussian with the width√

c2 − 1 · σMC (6.3)

with the jet resolution in Monte Carlo events σMC. The correction factor c can be varied
by ±1σ, resulting in a corresponding uncertainty on the JER. This correction factor was
determined with 2011 data and is η dependent with the values listed in Tab. 6.4. The
values are still valid for the 2012 data taking period. The whole JER correction is based
on Ref. [122].

|η| region 0.0− 0.5 0.5− 1.1 1.1− 1.7 1.7− 2.3 2.3− 5.0

c−1σ 0.990 1.001 1.032 1.042 1.089
c+1σ 1.115 1.114 1.161 1.228 1.488

Table 6.4: Jet energy resolution correction factors.

• Jet energy scale: The jet energy scale can be measured in events where jets are balanced
against photons or Z bosons, which can be measured more accurate than jets. The un-
certainties of this method due to background events, initial and final state radiation and
pile-up and extrapolation to higher jet energies result in the jet energy scale uncertainty.
This uncertainty is shown in Fig. 6.10 for the η = 0.0 region, depending on the pT of
the jet as an example.

 (GeV)
T

Jet p
10 20 100 200 1000

T
ot

al
 J

E
S

 U
nc

er
ta

in
ty

 [%
]

0

5

10

15

CALO jets
JPT jets
PF jets

 R = 0.5Tanti-k

 = 0.0η

 = 7 TeVs-1CMS, 36 pb

Figure 6.10: Jet energy scale uncertainty as a function of the jet pT for anti-kT jets at η = 0.0 with
R = 0.5: Shown are the relative uncertainties for calorimeter jets (CALO), Jet-Plus-track
jets (JPT, which are CALO jets with additional tracker information) jets and particle-flow
(PF) jets [123]. These results from 2010 were confirmed with newer (2011 and 2012) mea-
surements. For the calculation of ET/ , the particle-flow jets are used.
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The systematic uncertainties due to ET/ are 0.5% (electrons), 0.5% (taus), 1.7% (unclustered
energy), 2.3% (jet energy resolution) and 0.6% (jet energy scale) on the integrated number of
events with MT > 220GeV.

6.5.4 Parton distribution functions:

The determination of the systematic uncertainties due to the PDFs depends on the method
of the PDF determination (This description is based on Ref. [124]). There are two different
possibilities which are used to determine PDF sets, the Hessian approach (MSTW, Cteq) and
the Monte Carlo approach (NNPDF).

For the Hessian approach the central value is determined by minimizing a suitable log-
likelihood χ2-function, while the uncertainties are determined by diagonalizing the Hessian
matrix of second derivatives of the χ2 minimum and then determining the range of each
orthogonal Hessian eigenvector which corresponds to a predicted increase of the χ2 function
with respect to the minimum. For each of these cases (mean, variation up and down for each
eigenvector) a PDF set is given. These different PDF sets are then used to get a combined
uncertainty on the variable x

∆x+max =

√√√√ N∑
i=1

[
max

(
x+i − x0, xii − xo, 0

)]2 (6.4)

∆x−max =

√√√√ N∑
i=1

[
max

(
x0 − x

+
i , xo − x−i , 0

)]2 (6.5)

with the mean value xo and the value x±i for the ± variation of the eigenvector i. These
uncertainties were calculated with 68%C.L. (confidence level). This takes the uncertainties of
the PDF determination into account. To take the uncertainty on the strong coupling constant
αS into account, PDF sets with an up and down variation of αS are provided. The difference
to the mean x0 results in ∆xαS . Both uncertainties are combined to the PDF uncertainty

∆x =
√
∆x2PDF +∆

2
αS

(6.6)

For the Monte Carlo approach, the PDF sets are determined by producing a Monte Carlo
sample of Nrep pseudo-data replicas. From each data replica, a PDF replica is constructed
by minimizing a χ2 function.

PDF central values, uncertainties and correlations are then determined by taking the means,
variances and covariances of these replica PDF sets. The standard deviation of x can than be
calculated from the variance V (x):

σx = V (x)
1
2 =

(
Nrep

Nrep − 1

(〈
x2
〉
− 〈x〉2

)) 1
2

=

 1

Nrep − 1

Nrep∑
k=1

(xk − x0)
2

 1
2

(6.7)

with the expectation value 〈x〉 of x and the value of the k-th replica xk.
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To account for the αS uncertainties in the Monte Carlo approach, different replica sets are
provided for different values of αS. To take these uncertainties into account, the expectation
value of x is calculated via

〈x〉 = 1

Nrep

Nα∑
j=1

N
j
rep∑

kj=1

wjαS · x
(
PDF(kj,j),αjS

)
(6.8)

with the kj’s replica of the PDF obtained with the j’s αjS value. The total number of PDF sets
Nrep is summed over the number of replicas per αS value Njrep which are weighted under
the assumption that αS is gaussianly distributed by

wjαS = 100 · exp

−

(
α
j
S −α

0
S

)2
2δ2αS

 (6.9)

with α0S as the central αS = 0.119 (at the energy scale MZ) value and δαS = 0.002 the
uncertainty of αS.

The systematic uncertainties are calculated for the three PDF sets (CT10, MSTW and
NNPDF). The deviation of these NLO error PDFs to the LO PDF (cteq6l1) which was used to
generate most background samples is shown in Fig. 6.11 in green (CT10), blue (MSTW) and
cyan (NNPDF). The difference between the central values of CT10 and cteq6l1 is corrected
for the W background by the W k-factor (shown in red in Fig. 5.2-left).

To not account only the systematic uncertainties of one PDF set but also the uncertainty
due to a choice of one PDF set, the envelope of all three PDF sets (shown in red in Fig. 6.11)
is calculated and the relative deviation of the envelope from the envelope mean is used as
the systematic uncertainty due to the PDF sets.

6.5.5 Pile-up reweighting:

The uncertainty on the pile-up reweighting comes from the uncertainty of the data distri-
bution of the number of interactions. This distribution is calculated from the instantaneous
luminosity and the total inelastic cross section, which results in two sources of uncertainty.
The uncertainty on the luminosity is 2.5% (see luminosity uncertainty), while the total in-
elastic cross section is optimized for a good data/Monte Carlo agreement for Z→ µµ events
resulting in a combined uncertainty of 3.9% on the number of interactions. To get an uncer-
tainty for the analysis, the data pile-up distribution is calculated first with the best fit value
for the total inelastic cross section of 69.4mb and once with 73mb [125].

6.5.6 µ resolution:

The muon resolution was measured with cosmic muons (Fig. 4.1). The measured values
agree with the simulation in Monte Carlo[126]. The value of the resolution is 8.3% with a
uncertainty of 0.6% for a muon with pT > 350GeV. To smear the Monte Carlo to a resolution
of 8.3%+ 0.6% = 8.9% an additional pT smearing of 3.2% is necessary4, therefore the muon
pT was randomly smeared, with a gaussian with a width of 0.032 · pT .

4 Under the assumption that the resolutions are gaussian distributed.
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Figure 6.11: PDF uncertainties: The difference between the MT distribution is shown as the ratio
(pdf− raw) /raw for the complete Monte Carlo background. This is calculated from
PDF set (mostly LO cteq6l1) raw used to generate the sample and the three NLO PDF
sets pdf, which used to evaluate the PDF uncertainties. The mean of each PDF set is
shown as a dashed line, while the envelope of the 68%C.L. uncertainties is shown as a
solid line. The difference between the LO expectation and the CT10 mean is corrected
for the main W background through the W k-factor. The overall uncertainty is taken as
the envelope of all three PDF sets and shown in a red solid line, while the overall mean
is shown as a red dashed line. The various statistical fluctuations are compensated by a
parametrisation of the different distributions (Sec. 5.2.2).

6.5.7 k-factor:

For the calculation of a combined k-factor of electroweak and QCD corrections, two differ-
ent approaches are possible, an additive or a multiplicative combination (Sec. 5.2.1). Both
approaches are parametrised with a second order polynomial, to avoid fluctuations. The
mean of the two parametrisation is used as the central value and the final k-factor. For the
uncertainty half the difference between the two parametrisation is used as the systematic
uncertainty on the k-factor. Effects due to higher order corrections are not considered in
this analysis. They are expected to be ∼ 1.3% (Electroweak corrections for MT > 1TeV and√
s = 14TeV) [127] and ∼ O (1%) (QCD corrections) [110]. These corrections are smaller than

the effect due to the different combination methods.
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6.5.8 µ scale:

The muon momentum scale was measured with cosmic ray muons by the end-point method
(details on the method can be found in Ref. [128]). In this measurement the curvature offset
κ = q/pT was determined5, which would affect positively charged muons different than
negative muons. This offset would result in a shift of q/pT

q

pT
→ q

pT
+ κ (6.10)

The negative muons would have a systematically lower (higher) momentum, while positive
muons would have a systematically higher (lower) momentum for a negative (positive) κ. To
measure κ, the fact that no muon should have zero curvature (or infinite momentum) is used,
cosmic muons with zero curvature can therefore used to measure the curvature offset.

The effect by this offset can be seen in Fig. 6.12b, where a curvature bias of 50% at 1TeV was
simulated in Monte Carlo events. Due to the curvature bias, the minimum of the distribution
is not at zero, but shifted depending on κ. A measurement with cosmic data is shown in
Fig. 6.12a. Interesting for this analysis is not the value of κ, but the uncertainty on the
measurement, which results in the systematic uncertainty on the muon momentum scale.
The latest measurement of κ is shown in Fig. 6.13, with the resulting κ = (0.05± 0.05) 1/TeV .
The final uncertainty of 5%/TeV is then used to shift the muon pT accordingly up and down.

With this shifted pT , also ET/ is corrected (Sec. 4.2.3) and the whole analysis is redone and
the maximal difference to the final MT distribution is used as the systematic uncertainty due
to the uncertainty of the muon momentum scale.

6.5.9 Combined uncertainty

The different sources of systematic uncertainties are then combined to an overall uncertainty.
For this combination it is assumed that all systematic uncertainties are uncorrelated. For sys-
tematic effects which consists out of an up and down shift, the maximal deviation from the
main MT distribution is taken as the uncertainty for the combination. The ET/ uncertainties
are combined by adding the different components in quadrature. The same happens with
the scale factor systematic uncertainties from the tag-and-probe method and from the extrap-
olation of the scale factor. The relative difference to the finalMT distribution is shown for the
background in Fig. 6.14 as colored lines as a function of MT . For the combined uncertainty,
all systematic uncertainties are added in quadrature and the result is shown in Fig. 6.14 as a
black line. The luminosity uncertainty is not included in this plot, because it simply scales the
background and does not depend on MT and is not included in the combined uncertainty.

6.6 L I M I T S E T T I N G

No significant deviation from the Standard Model expectation was found in the final MT

distribution (Fig. 6.5), and an exclusion limit is set on the two models for new physics, W ′

and Dark Matter. This limit setting is done with a Bayesian approach, which is explained in
the following6. The idea is to quantify which part of the parameter space of the new physics

5 Such a curvature offset or bias can be induced by the alignment of the detector.
6 The practical implementation of this limit calculation is done in the Higgs combination tool [129] on top of

RooStats [130].
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model can be excluded by the observation of a good agreement between data and Monte
Carlo simulation. This summary is based on Ref. [131].
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(a) The q/pT spectrum observed in data in
2010: This distribution shows the expected
asymmetry between positive and nega-
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Figure 6.12: Cosmic ray muons end-point method: Shown is the q/pT distribution for data (left) and
two Monte Carlo examples (right). pPCAT is the muon momentum calculated at the point
of closest approach to the nominal collision point [128].

Figure 6.13: Curvature bias result: The curvature bias κ is shown for two different data taking periods
(2010 in black and 2011 in blue) depending on φ. Both results were obtained with cosmic
muon data and the improvement in 2011 is due to improved alignment. To get a overall
value for κ, a constant was fitted to the data points, and the results are given as text in
the plot. The 2011 value κ = (+0.05± 0.05) 1/TeV is used in the analysis [132].

The Bayesian approach is based on Bayes’ theorem on probabilities
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P (A | B) =
P (B | A) · P (A)

P (B)
(6.11)

with the probability for A happening P (A) and the conditional probability of A happening,
when B already happened P (A | B). In bayesian statistics P (A) can be interpreted as the
degree of believe in the hypothesis A. With that assumption, Eq. 6.11 can be interpreted as

P (theory | data) ∝ P (data | theory) · P (theory) (6.12)

the probability of the theory being true given the data, is proportional to the probability that
the data is observed given the theory, times the probability or degree of believe in the theory.
P (data | theory) is called the likelihood and P (theory) the prior probability of the theory.
Because probabilities have to be normalized to unity, the proportionality in Eq. 6.12 can be
transformed to a equation.
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Figure 6.14: Systematic uncertainties: The relative deviation from the main MT distribution is shown
as a function of MT for the different systematic uncertainties. The combined systematic
uncertainty is shown as black markers and is driven mainly by the muon scale uncertainty
at high MT and by the PDF uncertainty at low MT .

The theory is represented by one parameter, the signal strength modifier

µexcl =
σexcluded
σtheory

(6.13)
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which is used to calculated σexcluded. The theory is excluded if µexcl < 1 and because µexcl
depends on model parameters like the W ′ or χ masses, it can be used to set an exclusion
limit on this mass.

The probability of Eq. 6.12 can be expressed as a function of µ and the number of observed
data events nobs

P (µ | nobs) =
L (nobs | µ) · π (µ)∫

L (nobs | µ ′) · π (µ ′)dµ ′
=
L (nobs | µ) · π (µ)

C
(6.14)

with the likelihood L (nobs | µ), the prior probability π (µ) and the normalization C. The
likelihood of observing nobs events, with the expectation of b background events and µ · s
signal events is given by the poisson probability

L (nobs | µ) =
(µ · s+ b)nobs

nobs!
e−(µ·s+b) (6.15)

The prior probability is chosen to be uniform for µ > 0 and zero otherwise because there is
no knowledge on µ and every non negative value has therefore the same probability.

π (µ)

 0

1

µ < 0

µ > 0
(6.16)

The next step is to use the probability of Eq. 6.14 by integrating the probability from minus
infinity to an upper limit, to calculate µexcl = µ95. This is done by setting the integral equal
to 0.95

0.95 =

µ95∫
−∞

P (µ | nobs)dµ =
1

C

µ95∫
−∞

L (nobs | µ) · π (µ)dµ (6.17)

in which case µ95 corresponds to a 95% confidence level and determines the upper limit on
µ and therefore the excluded signal strength modifier limit.

In this calculation, the statistical uncertainties are considered by the poisson probability. To
account for the systematic uncertainties, additional nuisance parameters ν have to be intro-
duced. Two types of systematic uncertainty can be distinguished, multiplicative uncertainties
(like the luminosity) and shape uncertainties (like the muon momentum scale). Both cases
have to be treated differently and are explained in the following:

• For a multiplicative uncertainty the probability in Eq. 6.14 depends on µ and and the
nuisance parameter g because an additional prior probability π (g) has to be introduced
for each nuisance parameter. For these systematic uncertainties, a log-normal distribu-
tion is used as the prior probability which is a typical choice for non-negative quantities.
The log-normal distribution is defined by

Pg,σg (x) =
1

x
√
2πσg

e
−

(ln(x)−g)2

2σ2g (6.18)

depending on the mean of the nuisance parameter g and its uncertainty σg.

• For uncertainties that change the shape of the distribution, like muon momentum scale,
not only the central value x0 is known, but also x+ and x− which correspond to an up-
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and a downward shift of the muon momentum scale. For each of these uncertainties,
a ’morphing’ parameter f is introduced, which is distributed like a gaussian with the
mean µf = 0 and the width σf = 1 [133]. The number of expected events x0 is then
extrapolated quadratically for |f| < 1 and linearly beyond this range

x (f) =

 f(f−1)
2 x− − (f− 1) (f+ 1) x0 + f(f+1)

2 x
+

x++x−

2 + f · x+−x−

2

|f| < 1

else.
(6.19)

The number of background and signal events in Eq. 6.14 is then replaced by x (f) and
the prior probability for x (f) is a gaussian, with the mean µf = 0 and the width σf = 1.
To incorporate more than one systematic shape uncertainty, the different deviations
from x0 can be added linearly.

To eliminate the dependence on the nuisance parameters ν = (g1, . . . ,gn, f1, . . . , fm), the
probability has to be integrated over ν

P (µ | nobs) =

∫
P (µ,ν | nobs)dν (6.20)

This integration is not analytically solvable and because of the high number of dimensions
ν = (ν1, · · · ,νn) the Markov-Chain Monte Carlo (MCMC) method is used. This method
performs a random walk, to sample a multi-dimensional distribution P (x = (x1, · · · , xn)).
The algorithm starts at a point x0 and chooses a random point xt, if P

(
xt
)

is larger than
P
(
x0
)
, xt is the next staring point. If P

(
xt
)

is smaller than P
(
x0
)
, then xt is the next starting

point, with the probability P
(
xt
)
/P
(
x0
)
, else x0 stays the starting point. By this procedure,

the distribution P (x) is sampled, because points with a high probability are chosen more
often than points with a low probability. If this procedure is repeated many times and x is
recorded, the histogram of x will converge to P (x). More details on MCMC and its variations
can be found in Ref. [134].

This presented way of calculating a limit works for one bin7, where all events above a
certain threshold are taken into account for the limit calculation8. But in this approach,
only the information of the event number above the threshold is used. To take into account
information of the shape of the signal and background distribution and to consider the region
below the threshold, the limit has to be generalized to a shape based or multi-bin limit. For
this approach the MT spectrum is not integrated above a MT -threshold, but divided into
different bins according to the detector resolution. This binning is also used to display the
final MT -distribution in Fig. 6.5.

Multiple bins can be considered into the limit calculation by multiplying the different
likelihoods in Eq. 6.17 resulting in

0.95 =

µ95∫
−∞

π (µ)
∏
i∈bins

Li (nobs | µ)dµ (6.21)

This method of multiplying likelihoods can also be used to combine different channels, for
example the muon and electron channel. Detailed information on a comparison between

7 This so called single-bin limit was used in previous publications [5].
8 The choice for a threshold is not obvious and needs to be optimized, the threshold is ∼ 1000GeV.
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the multi-bin and the single-bin limit and on the influence of the bin size can be found in
Ref. [60].

This calculation of the limit gives the observed limit, which corresponds to the measured
data. Also interesting is its comparison with the expected limit, which is expected if only
the Standard Model and no new physics is observed. For the calculation of the expected
limit, the number of observed events is replaced by a diced number of events, based on
the number of background events expected for the same luminosity. The values for the
systematic uncertainty x± are also diced according to their uncertainty. This procedure of
recalculating the limit with new event numbers according to the background expectation is
repeated ∼ 600 times. The median of this distribution of limits is taken as the expected limit
and also the one and two sigma bands can be computed and correspond to the 68% and 95%
intervals.
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There is no indication for new physics in the final MT distribution (Fig. 6.5), and limits are
set on the W ′ and Dark Matter model. In this section, the resulting limits on W ′ (Sec. 7.1)
and Dark Matter (Sec. 7.2) are presented. For both signal models, a combination of the results
with the electron channel is performed. The electron selection is very briefly summarized in
Sec. A.5 and the analysis is explained in detail in Ref. [60].

7.1 W ’

For the SSM W ′ model, the limit is shown in Fig. 7.1 as a cross section limit as a function of
MW ′ for the muon channel.
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Figure 7.1: Cross section limit on the SSMW ′ model in the muon channel: The expected limit is shown
as a dashed line with ±1, 2 σ bands in green and yellow. The observed limit is shown as a
solid line. Cross sections larger than the limit are excluded with 95%C.L.. The theoretical
W ′ cross section is shown with its PDF uncertainties in cyan. The intersection between the
theory expectation and the observed limit marks the mass limit of MW ′ < 3TeV and an
expected exclusion of MW ′ < 3.1TeV.
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To derive a mass limit, the cross section limit is compared with the theoretical cross section
expectation. If the cross section limit excludes the theoretical cross section, this W ′ mass is
excluded. This results in a mass exclusion limit from the muon channel of MW ′ < 3TeV. The
expected limit is a smooth function of MT and is driven by the signal efficiency (Fig. 6.8)1.
The observed limit shows some features, driven by the data distribution. The biggest dis-
agreement between Monte Carlo prediction and data measurement is at MT ∼ 900GeV and
can also be seen in the cross section limit for MW ′ ∼ 900GeV, which is more than two sigma
weaker than expected. This was not seen in a previous analysis (Ref. [58]) which already
excluded this W ′ mass and also indicates a statistical fluctuation. For most of the W ′ masses,
the agreement between the observed and expected limit is better than one sigma.

To gain sensitivity, a combination with the electron channel is performed. The result is
shown in Fig. 7.2.
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Figure 7.2: Cross section limit on the SSM W ′ model in the combined muon and electron channel:
The observed and expected limit are shown in black lines and the ±1, 2 σ for the expected
limit are shown for the combined channel. The observed limit in the muon channel (red
dashed line) and in the electron channel (blue dotted line) are shown as a comparison. The
mass limit for the combined channels is MW ′ < 3.35TeV with an expected exclusion of
MW ′ < 3.3TeV.

In the combination, the deviation between expected and observed limit is everywhere
smaller than one sigma. The comparison between the electron and muon channel shows

1 The limit is weaker for W ′ masses with a lower signal efficiency and vice versa.
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that the exclusion limit in the electron channel is stronger than in the muon channel due
to the higher signal efficiency in the electron channel, but the combination of both channels
improves the limit over most of theMW ′ range. TheW ′ mass limit for the combined channels
is

MW ′ < 3.35TeV at 95 % C.L. (7.1)

and therefore the most stringent constraint set on a SSM W ′ model up to now.

7.2 D A R K M AT T E R

For the Dark Matter model, the cross section limits are shown in Fig. 7.3 as a function of
the Dark Matter mass Mχ. The limits are provided in terms of the proton-proton (pp) cross
section and are calculated for the spin independent vector coupling (Fig. 7.3-bottom row) ,
the spin dependent axial-vector coupling (Fig. 7.3-top row) and the three different values of
ξ (columns). For the Dark Matter model, the limit is always calculated for the combination
of electron and muon channel, because the coupling to the final state lepton happens via the
W boson, and is therefore independent of the Dark Matter model.
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Figure 7.3: Dark Matter proton-proton cross section limit: The cross section limit is shown for spin
dependent axial-vector coupling (top-row), the spin independent vector coupling (bottom
row), ξ = +1 (left column), ξ = 0 (middle column) and ξ = −1 (right column) as a function
of Mχ with 95%C.L.. The dependence of the limit on the coupling and Mχ is very small,
as expected from the signal shape, which does not differ with coupling or Mχ. As the
signal shape changes with ξ, the limit gets stronger from ξ = +1 to ξ = 0,−1 because
the signal extents to higher MT where the background is lower and the signal exclusion is
stronger. As a comparison, the theoretical cross section is shown in each limit plot for two
example values of Λ. All observed limits agree with the expected limits better than two
sigmas.
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The different cross section limits are rather independent of Mχ, as the signal shape does
not change much for different Mχ (see Fig. 5.7). Also the difference between vector and
axial-vector coupling in the signal shape is quite small, resulting in comparable limits for
both couplings. The limits differ for different values for ξ. For ξ = +1 the signal spectrum
falls more steeply, and hence only the low and medium MT -ranges contribute to the search.
For the two cases of ξ = 0,-1 a possible signal would extend to higher MT . This is reflected
in a similar behavior of the limit as a function of Mχ for these. The expected limit changes
from 300 fb for destructive interference to 30 fb for the no interference case and to 20 fb for
constructive interference.

For all six limits, the observed limit is within the two σ band of the expected limit. As a
comparison, for each limit the theoretical cross section for two values of Λ is shown. The
intersection of the theoretical cross section and the observed cross section limit can be used
to calculate a limit on Λ. This limit recalculation is explained in the following section.

7.2.1 Limit transformation

The limit on the proton-proton cross section for the Dark Matter model can be translated
into a limit on the interaction scale Λ and on the Dark Matter-Nucleon cross section. The
recalculation and the results are presented in this section.

The excluded cross sections translate into a limit on the parameter Λ, shown in Fig. 7.4 for
two examples (all six limits on Λ are shown in Fig. 7.7), by using the cross section for the
produced sample and the formula:

Λ4obs =
σgen ·Λ4gen

σobs
. (7.2)

As can be seen in Fig. 5.6, the Dark Matter production cross sections steeply decreases for
masses of Mχ > 500GeV due to limited phase space, which is necessary to produce a pair
of > 500GeV particles plus a real W-boson. For lower masses, the cross section is flat with
respect to Mχ therefore Λ < 260GeV can be excluded up to Mχ = 200GeV for destructive
interference (ξ = +1) and Λ < 600GeV for no interference (ξ = 0) in Mχ up to 200GeV.
The constructive interference case (ξ = −1) can exclude Λ < 1200GeV up to Mχ = 100GeV.
While the difference between vector-like and axial-vector-like coupling is small for low Mχ

in all interference cases, a difference can be observed in the high Mχ region above 100GeV.
The cross section for vector-like coupling is larger than the axial-vector coupling for higher
values of Mχ.

These exclusion limits are not easily comparable with those derived from direct searches
such as Xenon [135] or CDMS [136], because the cross section in direct searches is given for
a Dark Matter-Nucleon interaction. Therefore, the limit has to be recalculated into a limit
of the excluded nucleon cross section for a given Λ and Mχ. This recalculation is based on
Ref. [137].

For the scattering cross section off a nucleon N (proton or neutron) the quark content
of this nucleon 〈N |q̄Cµq|N〉 for each coupling has to be known (Cµ = γµ for vector and
Cµ = γµγ5 for axial-vector coupling). The resulting nucleon Dark Matter interaction terms
are

LV = fNq
1

Λ2

(
N̄γµN

)
(χ̄γµχ) (7.3)
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LAV = ∆Nq
1

Λ2

(
N̄γµγ5N

)
(χ̄γµγ5χ) (7.4)

The effective cross section terms for low Dark Matter velocities are

σNAV = σNSD =
3µ2

πΛ4
·

(∑
q

ξq ·∆Nq

)2
and σNV = σNSI =

µ2

πΛ4
·

(∑
q

ξq · fNq

)2
(7.5)

where µ =
mχmp

mχ+mp
is the reduced mass of the WIMP-Nucleon (proton or neutron) system

and Λ4 = Λ4d +Λ
4
u. The interference parameter ξq is equal to ξ for q = d and equal to 1 for

all other quarks. The form factors ∆Nq and fNq characterize the nucleon structure and follow
from 〈N |q̄Cµq|N〉.
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Figure 7.4: Dark Matter Λ limit: Shown are two examples for a limit on the interaction scale Λ, all
six limits are shown in Fig. 7.7. The left plot shows the limit for the spin dependent axial-
vector coupling and ξ = +1, while the right plot shows the limit for the spin independent
vector coupling and ξ = −1. The limit is derived from the proton-proton cross section
limit by recalculating it into a limit on Λ. This limit is proportional to the theoretical cross
section and therefore the limit shape is comparable to the cross section as a function of Mχ
(Fig. 5.6). All values for Λ smaller than the limit are excluded with 95%C.L.. In addition
two lines show the region of validity (above the gray lines) of the theory and are explained
in detail in Sec. 7.2.2.

The vector coupling is sensitive to the number of quarks minus the number of antiquarks,
which are exactly the number of valence quarks. This results in fpu = fnd = 2, fpd = fnu = 1

and f = 0 for other quarks. The vector coupling is the only coupling without theoretical
uncertainties for going from the quark interaction to the nucleon interaction [138].

The axial-vector form factors are ∆pu = ∆nd = 0.842± 0.012, ∆pd = ∆nu = −0.427± 0.013
and ∆ps = ∆ns = −0.085± 0.018. These numbers are measured in deep-inelastic scattering
experiments, where polarized positrons scatter off polarized hydrogen targets [139].

The sum over the quark types results in fN =
(∑

q f
N
q

)2
= 3 and ∆N =

(∑
q∆

N
q

)2
= 0.33

for ξ = +1. The cross section limits are traditionally shown in units of cm2, in Fig. 7.5 for the
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spin dependent coupling and in Fig. 7.6 for for the spin independent, with a 90% confidence
level.

For a comparison with other collider searches the mono-jet [66] result is also shown, where
instead of a W boson a gluon is radiated, resulting in one jet recoiling against ET/ . The mono-
jet limit is about two orders of magnitude better than the limit of the combined electron and
muon channel due to a higher production cross section in the mono-jet channel for ξ = +1.
The mono-jet channel is not sensitive to interference effects, therefore the analysis in the
electron and muon channel is still an important channel2.
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Figure 7.5: Spin dependent Dark Matter-proton cross section limit: The Dark Matter-nucleon cross
section limit is shown for the spin dependent axial-vector coupling. The limit is calculated
with 90%C.L. to compare it to other searches for Dark Matter. The CMS mono-jet limit is
shown as a comparison for a collider search (green lines), where instead of a W boson a
gluon is produced. Due to the higher production cross section, the limit is more strict for
ξ = +1. The Super-K and IceCube limits are shown as indirect detection limits. The other
limits that are shown are from the direct detection experiment SIMPLE.

Different direct detection experiments are shown as a comparison (Simple [140], Xenon
100(2012) [135], CoGeNT [141] and CDMSII [136]) which are more sensitive for a spin in-
dependent coupling and a Dark Matter mass of Mχ > 5GeV. For low masses and a spin
independent coupling and for the spin dependent coupling the limits determined in the elec-
tron and muon and also the mono-jet channel are more strict than the direct detection limit
and also the coupling to second generation quarks can only be studied at the high energies at

2 The difference for the three values of ξ in the mono-jet channel are due to the recalculation in a Dark Matter-
proton cross section.
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the LHC. The direct detection experiments suffer under large systematic uncertainties from
astrophysical assumptions such as the Dark Matter velocity and density. These effects are
not taken into account for the direct detection limits, but have no effect on the searches of
the LHC. The limits from other experiments were determined with ξ = +1, to compare them
to this analysis also the limits for ξ = 0,−1 were calculated. This calculation is explained in
Sec. A.6 in the appendix.

For the spin dependent coupling two limits of indirect detection experiments (Super-K
[142] and IceCube [143]) are shown as comparison which calculate a more strict limit than
the electron and muon channel for Dark Matter masses Mχ > 100GeV, but assume a total
decay into W+W− pairs.
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Figure 7.6: Spin independent Dark Matter-proton cross section limit: The Dark Matter-nucleon cross
section limit is shown for the spin independent vector coupling. The limit is calculated
with 90%C.L. to compare it to other searches for Dark Matter. The CMS mono-jet limit
is shown as a comparison for a collider search (green lines). The other limits that are
shown are from direct detection experiments (Xenon 100, CoGeNT and CDMS) and are
more strict than the collider limits for Dark Matter masses Mχ & 5GeV.

7.2.2 Limitations of the Theory

As the theory used to describe Dark Matter is an effective field theory it has some limitations.
The theory is only valid when the mediator mass is much larger than the typical energy of
the reaction. It is not obvious what would happen in regions of parameter space where the
theory is not valid. It could under- or over-estimate the processes. The energy scale Λ can
be identified with basic theory parameters via Λ ∼ Mφ/

√
gSMgχ where Mφ is the mass of
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the exchanged particle φ, and gSM and gχ are the couplings. The first requirement for the
theory to be valid is that Mφ > 2mχ. For the theory to be perturbatively expandable at least
gSMgχ . (4π)2 has to be fulfilled. These arguments combined results in the requirement for
the theory to be valid it has to fulfill mχ . 2πΛ. To compare it with a stricter requirement
on the couplings, gSMgχ . 1 has also been calculated, which results in the requirement
mχ . Λ/2. Both of these theory limitations are shown in Fig. 7.4 and Fig. 7.7 as gray lines
(solid for mχ . 2πΛ, and dashed for mχ . Λ/2).

7.2.2.1 Relic density

To compare the results not only with direct detection experiments but also with cosmological
observations of the relic Dark Matter density, a calculation based on Ref. [144, 63] is necessary.
This calculation is based on some assumptions. Without them, the calculation is no longer
valid. No effects due to resonances or coannihilation are taken into account [145], the reaction
is dominated by either vector or axial-vector coupling, the mediating particle is much heavier
than χ and only decays to fermion antifermion pairs are considered, neglecting final states
with gauge or Higgs bosons. The idea is to calculate the value for Λ depending on Mχ

preferred by the measurement of the relic density Ωχh2 (h is related to the Hubble constant
via H0 = 100hkms−1Mpc−1).

The calculation starts with the couplings of two Dark Matter particles χ to two Standard
Model fermions f and the substitution 1

Λ2
= G√

2

LV =
Gf√
2
χ̄γµχf̄γµf (7.6)

LAV =
Gf√
2
χ̄γµγ5χf̄γµγ5f (7.7)

The first step is to calculate the annihilation cross section to fermion-antifermion pairs as
a function of the square of the center of mass energy s

σV =
1

32π

∑
f

G2fcf

√
s− 4m2f
s− 4M2

χ

[
s+ 4M2

χ +

(
s− 4M2

χ

) (
s− 4m2f

)
3s

+ 4m2f

]
(7.8)

σAV =
1

32π

∑
f

G2fcf

√
s− 4m2f
s− 4M2

χ

[
s− 4M2

χ +

(
s− 4M2

χ

) (
s− 4m2f

)
3s

+ 4m2f

]
(7.9)

where the sum is over the final state fermions and cf is the color factor, 3 for quarks and 1 for
leptons. To determine the density of relic WIMPs, the Boltzmann equation has to be solved
which describes the time evolution of the number density nχ of the WIMPs

dnχ

dt
+ 3Hnχ = − 〈σ |v|〉

[
(nχ)

2 −
(
neqχ

)2] (7.10)

where H ≡ ȧ/a =
√
8πρ/3MPl is the Hubble constant and 〈σ |v|〉 is the thermally averaged

WIMP annihilation cross section. In thermal equilibrium, the number density of WIMPs is
given by

neqχ = g

(
MχT

2π

) 3
2

exp
(
−
Mχ

T

)
(7.11)
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where g = 2 is the number of degrees of freedom of a fermionic WIMP. Since we are con-
sidering cold thermal relics, freeze-out occurred when WIMPs were non-relativistic and had
velocities much smaller than unity. Substituting s ≈ 4M2

χ +M2
χv
2 to Eqs. 7.8 & 7.9, and

expanding in powers of the relative velocity between two annihilating WIMPs up to order
v2, we find

σV |v| ≈ 1

4π

∑
f

G2fcfM
2
χ

√
1−

m2f
M2
χ

[(
2+

m2f
M2
χ

)
+
1

12

(
1−

m2f
M2
χ

)
v2
]

(7.12)

σAV |v| ≈ 1

4π

∑
f

G2fcfM
2
χ

√
1−

m2f
M2
χ

[
m2f
M2
χ

+
1

12

(
2−

m2f
M2
χ

)
v2
]

(7.13)

Numerical solutions of the Boltzmann equation yield a relic density of

Ωχh
2 ≈ 1.04× 109xF

MPl
√
g∗ (a+ 3b/xF)

(7.14)

where xF = mχ/TF, TF being the temperature at freeze-out, g∗ is the number of relativistic
degrees of freedom at freeze-out (g∗ ≈ 92 for TF = O (10GeV)), and a and b are the terms
in σ |v| = a+ bv2 +O

(
v4
)
. WIMPs with electroweak scale masses and couplings generically

freeze out at temperatures in the range of approximately xF ≈ 20− 30.
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Figure 7.7: Dark Matter limit of Λ against Mχ for the three ξ = 0,±1 values. The left Plot shows the
limit for the spin dependent coupling, the right one for spin independent coupling. The
expected limits are shown as a dashed line, the observed limits are shown as a solid line.
The validity limits of the theory are shown as gray lines. The regions favored by the CMB
observation [47] are shown as grey shaded regions.

Assuming that Gf = G does not depend on the Standard Model fermion, Eq. 7.14 can be
solved for G and therefore for Λ. With the newest measurement of the relic Dark Matter
density Ωχh2 = 0.1187± 0.0017 via the cosmic microwave background (CMB)[47] one gets
the preferred Λ values shown in Fig. 7.7 (labeled as CMB favored). To estimate an error on
this calculation, the parameters in the calculation are varied within their known accuracy.
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C O N C L U S I O N

In this thesis, the results of a search for new physics in the final state with one muon and
missing transverse energy in proton-proton collisions was performed. The muon and ET/

reconstruction, identification and correction were improved compared to previous analyses.
The amount of data used for this analysis corresponds to 20 fb−1 at a center of mass energy
of
√
s = 8TeV. The background expectation was derived from Monte Carlo simulation, and

the systematic uncertainties on the background and the simulation of signal processes were
studied in detail.

Two models of new physics beyond the Standard Model were studied in this analysis,
the production of new heavy charged vector bosons W ′ and the pair production of two Dark
Matter particles recoiling against a Standard ModelW boson. No indications for new physics
were found and limits were set on the two studied models, with a bayesian, shape sensitive
approach.

The W ′ boson is excluded with 95%C.L. for MW ′ < 3TeV (with an expected exclusion of
MW ′ < 3.1TeV) in the muon channel and for MW ′ < 3.35TeV (with an expected exclusion
of MW ′ < 3.3TeV) in the combination of the muon and electron channel. These are the
strongest limits on this SSM W ′ model at the moment.

The limits on the Dark Matter model can be set on the proton-proton production cross sec-
tion, on the interaction scale Λ and on the Dark Matter-nucleon cross section. The limit also
depends on the studied coupling (spin dependent axial-vector or spin independent vector
coupling) and the interference parameter ξ (ξ = +1: destructive interference, ξ = 0: no inter-
ference and ξ = −1: constructive interference). The limits set on the Dark Matter model also
depend on the mass of the Dark Matter particle and are listed for the example ofMχ = 1GeV
with 95%C.L. in Tab. 8.1.

coupling ξ pp cross section (pb) Λ (GeV) DM-N cross section
(
cm−2

)
axial-vector

−1 3.5 · 10−2
(
2 · 10−2

)
1050 (1200) 10−40

(
6 · 10−41

)
0 3.5 · 10−2

(
2.5 · 10−2

)
750 (850) 2 · 10−40

(
10−40

)
+1 3 · 10−1

(
2 · 10−1

)
300 (350) 1.5 · 10−39

(
8 · 10−40

)
vector

−1 4.5 · 10−2
(
3 · 10−2

)
975 (1125) 3 · 10−41

(
2 · 10−41

)
0 5 · 10−2

(
3 · 10−2

)
700 (800) 5 · 10−40

(
2.5 · 10−40

)
+1 4 · 10−1

(
3 · 10−1

)
300 (350) 2 · 10−38

(
1.5 · 10−38

)
Table 8.1: Limits on the Dark Matter model: The limits on the proton-proton (pp) cross section, the

interaction scale Λ and the Dark Matter-Nucleon (DM-N) cross section are listed depending
on the coupling and parameter ξ for the example mass of Mχ = 1GeV. The observed limit
is listed, while the expected limit is given in brackets.

This analysis was published in combination with the electron channel in Ref. [6] for the
W ′ model and in Ref. [7] for the Dark Matter model.
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A P P E N D I X

a.1 E V E N T D I S P L AY S

Event
MT (GeV) ET/ (GeV)

muon
Run Lumi Section Event pT (GeV) η φ

208307 287 445184756 2122± 256 1081± 126 1041.2± 125.6 −0.27 −0.86

Table A.1: Details on the event with the highest recorded MT in 2012.

Figure A.1: Event display of the event with the highest recordedMT in 2012, shown in the r−φ plane.
All objects in the event with energies > 1GeV are shown.
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Figure A.2: Event display of the event with the highest recorded MT in 2012, shown in the r− z plane.
All objects in the event with energies > 1GeV are shown.

a.2 M O N T E C A R L O S A M P L E S

a.2.1 Background Monte Carlo

process generator kinematic cuts cross section
(

pb−1
)

order k-factor number of events

W→ µν pythia no cuts 9130 LO binned (NLO) ∼ 76M

W→ µν pythia 500 > p̂T > 100GeV 1.457 LO binned (NLO) ∼ 1M

W→ µν pythia p̂T > 500GeV 0.001525 LO binned (NLO) ∼ 1M

W→ τν pythia no cuts 9130 LO binned (NLO) ∼ 48M

W→ τν pythia 500 > p̂T > 100GeV 1.457 LO binned (NLO) ∼ 1M

W→ τν pythia p̂T > 500GeV 0.001525 LO binned (NLO) ∼ 1M

Z/γ→ µµ powheg mµµ > 20GeV 1871 NLO 1.024 (NNLO) ∼ 48M

Z/γ→ µµ powheg mµµ > 120GeV 11.89 NLO 1.024 (NNLO) ∼ 100k

Z/γ→ µµ powheg mµµ > 200GeV 1.485 NLO 1.024 (NNLO) ∼ 100k

Table A.2: Background samples used in the analysis. The order of the cross section is given in the fifth
column. Multiplying the cross section with the k-factor corrects to the order given for the
k-factor.
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process generator kinematic cuts cross section
(

pb−1
)

order k-factor number of events

Z/γ→ µµ powheg mµµ > 400GeV 0.1086 NLO 1.024 (NNLO) ∼ 100k

Z/γ→ µµ powheg mµµ > 500GeV 0.04415 NLO 1.024 (NNLO) ∼ 100k

Z/γ→ µµ powheg mµµ > 700GeV 0.01024 NLO 1.024 (NNLO) ∼ 100k

Z/γ→ µµ powheg mµµ > 800GeV 0.005491 NLO 1.024 (NNLO) ∼ 100k

Z/γ→ µµ powheg mµµ > 1000GeV 0.001796 NLO 1.024 (NNLO) ∼ 100k

Z/γ→ µµ powheg mµµ > 1500GeV 0.0001705 NLO 1.024 (NNLO) ∼ 100k

Z/γ→ µµ powheg mµµ > 2000GeV 0.00002208 NLO 1.024 (NNLO) ∼ 100k

Z/γ→ ττ pythia mττ > 20GeV 1510 LO 1.268 (NNLO) ∼ 19M

Z/γ→ ττ pythia 200 >mττ > 100GeV 34.92 LO 1.268 (NNLO) ∼ 2M

Z/γ→ ττ pythia 400 >mττ > 200GeV 1.181 LO 1.268 (NNLO) ∼ 1M

Z/γ→ ττ pythia 800 >mττ > 400GeV 0.087 LO 1.268 (NNLO) ∼ 1M

Z/γ→ ττ pythia mττ > 800GeV 0.0045 LO 1.268 (NNLO) ∼ 1M

tt̄ mc@nlo no cuts 211.1 NLO 1.16 (NNLO) ∼ 33M

t→ b`ν (s-Channel) powheg no cuts 2.82 NLO 1.38 (approx. NNLO) ∼ 260k

t→ b`ν (t-Channel) powheg no cuts 47.0 NLO 1.18 (approx. NNLO) ∼ 100k

t→ b`ν (tW-Channel DR) powheg no cuts 10.7 NLO 1.04 (approx. NNLO) ∼ 500k

t̄→ b`ν (s-Channel) powheg no cuts 1.57 NLO 1.12 (approx. NNLO) ∼ 140k

t̄→ b`ν (t-Channel) powheg no cuts 25.0 NLO 1.23 (approx. NNLO) ∼ 2M

t̄→ b`ν (tW-Channel DR) powheg no cuts 10.7 NLO 1.04 (approx. NNLO) ∼ 500k

WW pythia no cuts 33.6 LO 1.67 (NLO) ∼ 10M

WZ pythia no cuts 12.6 LO 2.56 (NLO) ∼ 10M

ZZ pythia co cuts 5.2 LO 1.59 (NLO) ∼ 10M

WW pythia p̂T > 500GeV 0.005235 LO 1.67 (NLO) ∼ 1M

WZ pythia p̂T > 500GeV 0.001695 LO 2.56 (NLO) ∼ 1M

ZZ pythia p̂T > 500GeV 0.001065 LO 1.59 (NLO) ∼ 1M

QCD µ enriched pythia p̂T > 20GeV, pµT > 15GeV 134680 LO - ∼ 10M

QCD µ enriched pythia 30 > p̂T > 20GeV, pµT > 5GeV 1865500 LO - ∼ 10M

QCD µ enriched pythia 50 > p̂T > 30GeV, pµT > 5GeV 806298 LO - ∼ 10M

QCD µ enriched pythia 80 > p̂T > 50GeV, pµT > 5GeV 176188 LO - ∼ 10M

QCD µ enriched pythia 120 > p̂T > 80GeV, pµT > 5GeV 40448 LO - ∼ 10M

QCD µ enriched pythia 170 > p̂T > 120GeV, pµT > 5GeV 7463.9 LO - ∼ 8M

QCD µ enriched pythia 300 > p̂T > 170GeV pµT > 5GeV 2299.8 LO - ∼ 8M

QCD µ enriched pythia 470 > p̂T > 300GeV pµT > 5GeV 151.81 LO - ∼ 8M

QCD µ enriched pythia 600 > p̂T > 470GeV, pµT > 5GeV 11.796 LO - ∼ 4M

QCD µ enriched pythia 800 > p̂T > 600GeV, pµT > 5GeV 2.6902 LO - ∼ 4M

QCD µ enriched pythia 1000 > p̂T > 800GeV, pµT > 5GeV 0.3688 LO - ∼ 4M

QCD µ enriched pythia p̂T > 1000GeV, pµT > 5GeV 0.0849 LO - ∼ 4M

Table A.3: Background samples used in the analysis (cont.). The order of the cross section is given in
the fifth column. Multiplying the cross section with the k-factor corrects to the order given
for the k-factor.
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a.2.2 Signal Monte Carlo

Mass (GeV) decay channels LO cross section
(

pb−1
)

NNLO k-factor number of events

300 µ, τ 106.3 1.347 20008

500 µ, τ 16.6 1.363 20008

700 µ, τ 4.418 1.351 20008

900 µ, τ 1.518 1.347 20008

1100 µ, τ 6.035 · 10−1 1.331 20008

1300 µ, τ 2.632 · 10−1 1.317 20008

1500 µ, τ 1.221 · 10−1 1.293 20008

1700 µ, τ 5.928 · 10−2 1.257 20008

1900 µ, τ 2.977 · 10−2 1.230 20008

2000 µ, τ 2.132·10−2 1.214 20008

2100 µ, τ 1.538 · 10−2 1.199 20008

2200 µ, τ 1.116 · 10−2 1.194 20008

2300 µ, τ 8.157 · 10−3 1.172 20008

2400 µ, τ 6.001 · 10−3 1.164 20008

2500 µ, τ 4.443 · 10−3 1.140 20008

2600 µ, τ 3.323 · 10−3 1.152 20008

2700 µ, τ 2.504 · 10−3 1.153 20008

2800 µ, τ 1.905 · 10−3 1.145 20008

2900 µ, τ 1.462 · 10−3 1.148 20008

3000 µ, τ 1.135 · 10−3 1.151 20008

3100 µ 8.899 · 10−4 1.178 20008

3200 µ, τ 7.081 · 10−4 1.187 20008

3300 µ 5.667 · 10−4 1.207 20008

3400 µ 4.617 · 10−4 1.220 20008

3500 µ, τ 3.796 · 10−4 1.242 20008

3700 µ 2.657 · 10−4 1.278 20008

4000 µ, τ 1.674 · 10−4 1.331 20008

Table A.4: W ′ signal samples used in the analysis, all were generated with pythia.
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Mass (GeV) cross section
(

pb−1
)

number of events

1 0.111 60 000

3 0.111 60 000

5 0.111 60 000

10 0.111 60 000

50 0.111 60 000

100 0.093 60 000

300 0.043 60 000

500 0.0166 60 000

1000 0.0010 60 000

1500 3.425 · 10−5 60 000

2000 5.622 · 10−7 60 000

(a) Axial-vector coupling

Mass (GeV) cross section
(

pb−1
)

number of events

1 0.111 60 000

3 0.111 60 000

5 0.111 60 000

10 0.107 60 000

50 0.111 60 000

100 0.107 60 000

300 0.071 60 000

500 0.037 60 000

1000 0.0042 60 000

1500 2.26 · 10−4 60 000

2000 5.57 · 10−6 60 000

(b) Vector coupling

Table A.5: Dark Matter signal samples used in the analysis, all were generated with MadGraph.

a.3 B A C K G R O U N D F I T Q U A L I T Y

distribution χ2 χ2/NDOF

final background 315.6 1.95

PDF up 472.8 2.92
PDF down 272.8 1.68

k-factor up 285.6 1.76
k-factor down 281.4 1.74

µ momentum scale up 276.3 1.71
µ momentum scale down 303.5 1.87

µ momentum resolution 333.7 2.06

pileup 280.7 1.73

Scale factor 321.5 1.98

Projection 325.6 2.01

distribution χ2 χ2/NDOF

MET Jet energy scale up 241.6 1.49
MET Jet energy scale down 290.7 1.79

MET Jet energy resolution up 344.8 2.12
MET Jet energy resolution down 274.4 1.69

MET Electron energy scale up 247.7 1.53
MET Unclustered energy down 311.7 1.92

MET Tau energy scale up 244.2 1.51
MET Tau energy scale down 245.5 1.52

MET Unclustered energy up 249.0 1.54
MET Electron energy scale down 244.9 1.51

Table A.6: Background fit quality: The quality of the fit to the different systematic and final MT
distributions. The distribution, the χ2 and the χ2/NDOF is listed for every fit (the number
of degrees of freedom for all fits is NDOF = 162).
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a.4 C O N V E N T I O N S A N D U N I T S

a.4.1 Coordinate system

The origin of the CMS coordinate system is the nominal collision point in the center of
the experiment [10]. The y-axis is defined as pointing vertically upwards, and the x-axis is
pointing radially inward toward the center of the LHC. The z-axis is therefore defined along
the beam axis. In the x-y-plane, the radial coordinate r and the azimuthal angle φ (starting
at the x-axis) is measured. The polar angle θ is measured in the y-z-plane from the z-axis.
The polar angle is most of the times expressed via the pseudorapidity η which is defined as
η = − ln tan (θ/2), because differences in η are Lorentz invariant.

a.4.2 Conventions

Definition of quantities used in this analysis:

• pT

pT is the momentum perpendicular to the beam axis. It is defined by pT = p · sinθ .

• E/T

The missing transverse energy E/T (or EmissT ) represents the vector sum of
−→
ET of all not

measured particles. The particles leave the detector, but the momentum and energy
perpendicular to the beam axis must be zero, because it was zero before the collision.
With the conservation of momentum it must be zero afterwards.

• MT

The transverse mass MT is defined by

MT =
√
2 · pT · E/T · (1− cos∆φ) (A.1)

where ∆φ is the azimuthal angle between pT and E/T .

a.4.3 Natural units

Throughout this whole analysis, natural units in the sense that

 h = c = kB = 1 (A.2)

with the reduced Planck constant  h, the speed of light c and the Boltzmann constant kB are
used. With this convention, the relevant quantities for this analysis, momenta, masses and
energies can all be expressed in eV .

a.5 E L E C T R O N S E L E C T I O N

The electron analysis is documented in detail in Ref. [60] and is based on the same principles
as this analysis with the muon replaced by an electron. The most important difference is the
electron selection, which is summarized in Tab. A.7.

In the electron channel the HEEP (High Energy Electron Pairs) selection v4.1 "light" [146] is
used, which is optimized for the selection of high energy electrons by exploiting the shower
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shape of the electromagnetic shower and information from the tracker. The quantity "ρ" is
the average energy density in the event caused by pileup. It is used to subtract the energy
deposited by PU in a isolation cone. The inner layer lost hits selection serves to reject photon
conversions.

Quantity
HEEP v4.1

EB (0 < |η| < 1.442) EE (1.56 < |η| < 2.5)

SC ET 100GeV 100GeV
|∆η| 0.005 0.007
|∆φ| 0.06 0.06
H/E 0.05 0.05
σiηiη - 0.03

E2×5/E5×5 > 0.94 or E1×5/E5×5 > 0.83 -

EM + Had Depth 1 Iso < ρ · 0.28+ 2+ 0.03 · ET
< ρ · 0.28+ 1+ 0.03 · ET (pT > 50GeV)

< ρ · 0.28+ 2.5 (pT < 50GeV)

Tracker Isolation 5GeV 5GeV
Inner layer lost hits 6 1 6 1

|dxy| < 0.02 cm < 0.05 cm

Table A.7: HEEP selection

a.6 L I M I T R E C A L C U L AT I O N

The limits from other experiments that are shown for comparison are all determined for ξ =

+1 and need to be recalculated for ξ = 0,−1 for a complete comparison. This recalculation
is explained in the following sections for the mono-jet and direct detection limits.

a.6.1 Mono-jet limit

The mono-jet Dark Matter-Nucleon cross section limit can be calculated from the proton-
proton cross section limit. As there is no interference in the mono-jet channel, the proton-
proton cross section limit is the same for ξ = +1 and ξ = −1 and a factor two weaker for
ξ = 0, because only half of the initial quarks participate in the reaction.

a.6.2 Direct detection limit

For direct detection experiments the measured spin independent Dark Matter-Nucleon cross
section depends on the detector material is given by

σSIN (ξ) =
µ2

πΛ4
(Z · λp + (A−Z) λn)

2 (A.3)

with the reduced mass of the Dark Matter-Nucleon system µ, the interaction scale Λ and
the structure functions for the proton and neutron λp,n [138]. This formula can be used
to recalculated the Dark Matter-Nucleon cross section to a Dark Matter-proton cross section
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(which is identical to the Dark Matter-neutron cross section for ξ = +1) which is independent
of the material.

The basic assumption for direct detection limits is

σtheop (ξ)

σtheoN (ξ)
=
σobsp (ξ)

σobsN

⇒ σobsN ·
σtheop (ξ)

σtheoN (ξ)
= σobsp (ξ) (A.4)

with the cross section expected from the theory σtheo and the observed cross sections σobs

for a Dark Matter-Nucleon interaction σN and for a Dark Matter-proton interaction σp.
Eqn. A.4 can be used to translate the observed Dark Matter-Nucleon cross section into a
observed Dark Matter-proton cross section. The ratio of Eqn. A.4 calculated for ξ 6= +1 and
ξ = +1 gives the correction factor

σp (ξ 6= +1)

σp (ξ = +1)
= C =

σtheoN (ξ = +1)

σtheop (ξ = +1)
·
σtheop (ξ 6= +1)

σtheoN (ξ 6= +1)
(A.5)

with the formula for the spin independent nucleon cross section of Eqn. A.3 follows the
correction factor. All terms µ2

πΛ4
cancel and only the ratio

CSI =

(
Z · λξ=+1

p + (A−Z) λξ=+1
n

λξ=+1
p

·
λ
ξ 6=+1
p

Z · λξ 6=+1
p + (A−Z) λξ 6=+1

n

)2
(A.6)

remains. This equation can be solved with λN =
∑
q ξqf

N
q , the structure coefficients fNq

(fpu = fnd = 2, fpd = fnu = 1 and f = 0 for other quarks) and the interference parameter ξq,
which is equal to ξ for q = d and equal to 1 for all other quarks. This results in the correction
factor for ξ = +1 −→ ξ = 0 and for ξ = +1 −→ ξ = −1:

CSIξ=0 =

(
2 ·A
Z+A

)2
and CSIξ=−1 =

(
A

2 ·Z−A

)2
(A.7)

A similar calculation for the spin dependent cross section can be done,

σSDN (ξ) =
4µ2

πΛ4
· JA + 1

JA

(
∆pS

A
p +∆nS

A
n

)2
(A.8)

with the angular momentum JA of the nucleon A and the spin expectation values SAp,n for a
nucleus A for the proton and neutron. The resulting correction factors are

CSDξ=0 =

(
0.757 ·

(
SAp + SAn

)
0.7575 · SAp − 0.512 · SAn

)2
and CSDξ=−1 =

(
1.184 ·

(
SAp + SAn

)
1.184 · SAp − 1.354 · SAn

)2
(A.9)

For the direct detection experiments the detector material is not exactly one element or one
isotope, therefore A and Z (or SAp and SAn ) have to be calculated as weighted means of the
material mixture.



A.7 cutflow 91

a.7 C U T F L O W

Sample Trigger High pT muon ID Single µ pT/ET/ ∆φ pT > 110GeV

W → µν 2.28 · 107 9.66 · 106 1.86 · 106 1.55 · 106 1.24 · 106 1.74 · 104

W → τν 3.11 · 105 1.61 · 105 1.20 · 104 1.09 · 104 9.26 · 103 326

QCD 5.77 · 107 2.09 · 106 2.13 · 104 1.14 · 104 8.25 · 103 87.8
Top 1.28 · 105 9.03 · 104 8.61 · 104 6.45 · 104 2.75 · 104 2.76 · 103

DY 8.34 · 106 5.01 · 106 8.79 · 104 5.68 · 104 4.74 · 104 237

Diboson 1.24 · 105 9.19 · 104 1.65 · 104 1.21 · 104 8.46 · 103 651

data 6.87 · 107 2.03 · 107 2.49 · 106 1.99 · 106 1.57 · 106 2.26 · 104

W ′ 410 387 370 351 347 339

DM 2.41 · 104 2.07 · 104 1.71 · 104 1.46 · 104 1.22 · 104 5.63 · 103

Table A.8: Cutflow of Fig. 5.1a as table.
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Figure A.3: Ratio of MT calculated with the corrected ET/ and calculated with uncorrected ET/ for data
events.
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Monte Carlo events.
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a.9 C O N T R O L P L O T S
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Figure A.5: Control Plots for events from the whole MT spectrum. Systematic uncertainties are not
shown for the plots.
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