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Abstract

Presented is a search for the resonant production of a slepton. The production mechanism
is based on an R-parity violating, supersymmetric scenario, called baryon-triality, making
use of the CMSSM theory. The search is restricted to the Yukawa coupling λ′211 that
generates a slepton of the second generation, a single smuon or a muon sneutrino. As
final state, the decay into two muons and jets is chosen, a final state that allows to
completely reconstruct the slepton mass as well as masses of gauginos that are produced
in the slepton decay, as it does not provide a source for missing transverse energy. Several
cuts are performed to select the event topology of the signal and reduce background
contributions. Thereby is taken advantage of the possible lepton number violation by
applying a same charge cut to the muons, that allows to strongly reduce the Standard
Model backgrounds. As no significant deviation from the expectation can be observed,
limits are set in the plane of the SUSY-parameters m0 and m1/2, exceeding the limits of
a direct search from D0, Tevatron significantly.

The search is performed on pp-data, that were recorded in 2011 by the CMS experiment
at the LHC, CERN, at a center of mass energy of

√
s = 7 TeV. The amount of data

analysed corresponds to an intgrated luminosity of 4.98 /fb.

Zusammenfassung

Präsentiert wird eine Suche nach resonanter Slepton-Produktion. Die Produktion geschieht
auf Basis eines R-Paritäts verletzenden, supersymmetrischen Szenarios, das Baryon-Triality
genannt wird und die Theorie des CMSSM nutzt. Die Suche konzentriert sich auf die
Yukawa-Kopplung λ′211, die ein Slepton der zweiten Generation, also ein Smyon oder ein
Myonsneutrino erzeugt. Der Zerfall in zwei Myonen und Jets ist der gewählte Endzus-
tand. Dieser bietet keine Quelle für fehlende transversale Energie, weswegen es möglich ist,
sowohl die Sleptonmasse als auch die Massen von während des Zerfalls erzeugten Eichbosi-
nos zu rekonstruieren. Verschiedene Schnitte werden angewandt, um die Ereignistopolo-
gie des Signals zu selektieren und Untergrundbeiträge zu unterdrücken. Dabei wird die
mögliche Leptonzahl-Verletzung genutzt, indem auf gleiche Myonladungen geschnitten
wird, was den Standardmodell-Untergrund stark reduziert. Da keine signifikante Ab-
weichung von der Vorhersage beobachtet werden kann, werden Limits in der Ebene der
SUSY-Parameter m0 und m1/2 bestimmt, wobei sie die Limits einer direkten Suche von
D0, Tevatron deutlich übertreffen.

Durchgeführt wird die Suche mit pp-Daten, die 2011 vom CMS-Experiment am LHC,
CERN bei einer Schwerpunktsenergie von

√
s = 7 TeV aufgezeichnet wurden. Die Menge

der analysierten Daten entspricht einer integrierten Luminosität von 4.98 /fb.
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Chapter 1

Introduction

The word that probably is most often mentioned in this thesis is SYMMETRY. Symme-
tries play a fundamental role in nature. Looking at ones own hands, some principles of
symmetries can be seen. For example, it is not possible to twist one hand, so that it
matches the other one. Only the help of a mirror allows that operation. Many things in
nature show symmetries, from tiny atoms or molecules up to objects like stars or galaxies
that have spherical and radial symmetries.

In physics, symmetries are strongly connected to laws of nature. Not only do the symmet-
ric properties of a round star have their origin in physics laws, some symmetries provide
fundamental physical follow-up in the sense of conserved quantities. For example the
symmetry of space, that means that the outcome of any experiment is independent of the
point in space where it is performed, directly leads to the conservation of momentum. In
particle physics, looking at the most fundamental parts of matter, symmetry principles
are rediscovered. The discovery of antiparticles is a very famous example. Particles and
antiparticles are absolutely equal (symmetric) except for their charges.

So far, symmetries run like a golden thread from particle physics to daily life. But there
is another golden thread closely connected to symmetries. This is the breaking of those.
Coming back to the example of the hands it becomes comprehensible, that when having
a closer look, there are small differences between both of them that do not follow the
symmetry principle. The same can be observed for stars, galaxies and so on. Also in
the case of symmetries connected to physics laws this breaking can be observed. When
having a close look, in quantum physics extremely small deviations of some conservation
laws appear. And also the matter-antimatter symmetry is obviously somehow broken:
Otherwise matter and antimatter would have annihilated after the big bang.

This thesis deals with the search for a hypothetical symmetry very similar to the anti-
matter symmetry. It is called Supersymmetry, uses another very fundamental property
of particles, their spin, and is a possible extension to the Standard Model. Symmetry
breaking also plays an important role in this theory.

The Standard Model (SM) of elementary particle physics was developed in the last century.
It is the theory of the most fundamental particles and their interactions that form the
world we live in. Most theoretical predictions given by the model can be experimentally
tested and confirmed with extreme accuracy. Nevertheless some questions still need to be
answered and some mysteries still need to be solved. For instance, the existence of the
Higgs-Boson needs to be proven and the nature of approximately 95% of our Universe is
completely unknown. The latter are called Dark Matter and -Energy. For this reason and
in spite of several decades of research, elementary particle physics is a very active field of
ongoing studies.

The Standard Model will be introduced in the next chapter before concentrating on an
introduction of the theory of Supersymmetry. After that, the experiment that was used
for this search is presented, followed by the description of the analysis performed.





Chapter 2

Theoretical Foundations: The Stan-
dard Model

If no other references are given, this chapter is based on [1].

2.1 Overview

The theory describing the most fundamental parts our universe consists of, as well as
their interactions, is the so called Standard Model of Particle Physics. It was developed in
the last century when new particles where discovered when collisions and decays of other
particles where examined. As it was done before when developing the Periodic Table
of Elements, one tried to sort systematically the new particles to find the underlying
structure. The situation known today is as follows:

The particle zoo can be divided in two major groups, which are the fermions (Spin 1
2
)

and bosons (integer Spin). The first group contains the particles that form the known
matter and is divided into subgroups: The leptons and the quarks. Both of them are
again divided into three so called families or generations (compare table 2.1).

Concentrating on the Leptons, each family contains one charged lepton (l) and a neutral
neutrino (ν) that hardly ever interacts with matter and thus is able to pass through
most barriers. The charged lepton of the first family is the well known electron (e), the
others are called muon (µ) and tau (τ), which have equal properties but higher masses.
Accordingly, the neutrinos are called νe, νµ, ντ .

Quarks have charge ±2
3

or ±1
3
, each family containing two quarks with one of the charge

configurations. A single quark cannot be observed. They always appear in combinations
of three or at least two quarks. Such combinations are called hadrons, in particular a
qq̄-pair is called a Meson, a drilling Baryon.

The stable matter our environment consists of is composed of particles from the first family.
For example, the most famous baryons consisting of first family quarks are the proton
(uud) and the neutron (udd). They form the nucleus of an atom which is surrounded by
the first family lepton, the electron. With higher family numbers, the particles tend to
have higher masses and thus become unstable. That means if they are produced, they
will more or less quickly decay into particles of lower families (e.g. µ→ e+ νµ + ν̄e).

So far the matter particles were described, but how do they interact? That is the function
of the Bosons (see table 2.2). Four interactions are known. The electromagnetic force
is the force underlying the interaction of charges. It is for example responsible for the
electrons to stay on their orbits outside the nucleus. The weak force causes decays of
composed particles like nuclei. It converts fermions into each other. Its particles are the
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Family 1 2 3

e µ τ
Leptons (511 keV) (105.7 MeV) (1.78 GeV)
(mass) νe νµ ντ

(< 2 eV) (< 0.2 MeV) (< 18.2 MeV)
up (u) charm (c) top (t)

Quarks (1.7− 3.3 MeV) (1.27 GeV) (172 GeV)
(mass) down (d) strange (s) bottom (b)

(4.1− 5.8 MeV) (101 MeV) (4.19 GeV)

Table 2.1: The Fermions (S = 1
2
), values taken from [2]

Force Boson Mass Spin Charge Range /m

Electromagnetic Photon (γ) 0 1 0 ∞
Weak Z/W (Z0/W±) 91.2/80.4 GeV 1 0/± 1 10−13

Strong Gluon (g) 0 1 0 10−15

Gravity Graviton (G) 0 2 0 ∞

Table 2.2: The Bosons, values taken from [2]

W for the charged- and the Z for the neutral current. Quarks interact via the strong
force. That means, that baryons are held together by gluons, the bosons of the strong
force, that are also responsible for the stability of atomic nuclei. The fourth force, gravity,
is responsible for the interaction of masses and such the formation of stars, solar systems,
galaxies and so on. Until now, it cannot satisfactorily be described similarly to the other
forces and no sign of the graviton as the particle of the interaction has been discovered
yet.

The theoretical formulation of the particles and their interactions as well as some additions
to the Standard Model will be described in the following sections.

2.2 Gauge Theories

The Standard Model is formulated as a locally invariant gauge theory:

In analogy to the Lagrange formalism of classical mechanics, where the motion of a particle
is described by the Lagrange function, in particle physics a relativistic, quantised solution
is used, that considers the spin of the particles.

In this case, the Lagrange function describes the field the interaction is based on. It is
called the ”Lagrangian”L and inserted into the Euler-Lagrange equation

∂µ

(
∂L

∂ (∂µΨi)

)
=

∂L
∂µΨi

. (2.1)

The solutions Ψi are fields that describe the particle. In case of the basic interactions of
the Standard Model, they are called spinor and describe the fermions. Other possibilities
exist and will be described later.
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Lagrangians are invariant under global gauge transformations:

Ψ→ eiΘΨ (2.2)

Also claiming invariance under local transformation leads to interesting consequences.
Doing so is motivated by the fact, that a shift in space should not change the physical
conditions:

Ψ→ eiΘ(x)Ψ (2.3)

When this modified spinor is inserted into equation the Lagrangian, terms appear because
of the derivation of Θ(x). To let the complete lagrangian be invariant under local trans-
formation, new terms have to be added that absorb those of the derivation. As it turns
out, these extra terms are able to exactly describe the interaction particles we observe,
the gauge bosons. An explicit example of this principle will be shown in the following
section, introducing quantum electro dynamics.

2.3 Quantum Electro Dynamics

In Quantum Electro Dynamics (QED) one has to find the Lagrangian for a spin1
2

vector-
field. The result is the Lagrangian:

L =
[
i~cΨγµ∂µΨ−mc2ΨΨ

]
−
[

1

16π
F µνFµν

]
−
(
qΨγµΨ

)
Aµ (2.4)

This solution already implies several steps. The first term in the brackets is the lagrangian
of a free Dirac fermion. It is invariant under global gauge transformation but not for a
local one. The other terms, with F µν = (∂µAν − ∂νAµ) and the vector field Aµ need to
be introduced to guarantee local gauge invariance. Latter is only possible if the new field
is massless.

The gauge transformation is a multiplication with a unitary matrix (in this case 1× 1):

Ψ→ UΨ, with U †U

The outcome of this operation is that a new massless field Aµ was introduced, that rep-
resents the photons. They are the gauge bosons of the electromagnetic interaction and
couple to any charged particle. As they are not charged, a selfcoupling is forbidden.

Using other symmetry groups (SU3, SU2), it was found that it is possible to describe the
other interactions in the same manner. This will be shown in the following sections.

2.4 Quantum Chromo Dynamics

The same principle as before in now applied using a SU3 symmetry group. The Dirac
Spinor is now a three component vector. Each component stands for a colour and is a
four component Dirac spinor itself:

Ψ =

Ψr

Ψb

Ψg

 (2.5)
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The result are eight new gauge fields that represent the gluons with their different colour
charges. As they are carriers of the strong force and unlike the photons of QED are
charged themselves (in terms of colour), they interact with each other as well as with
quarks. Due to the description of the colour charge, this theory is referred to as Quantum
Chromo Dynamic (QCD).

Summing up, each quark exists in three different types (r, b, g) that define the strong
charge, the colour. They interact through the exchange of gluons, that carry colour
themselves and are able to self-interact. Quarks are always combined into bound states of
two or three, whereas the combined state itself is colour-neutral. For baryons every three
colours have to be present, in mesons colour and anti-colour are combined.

2.5 Electro Weak Interaction

The weak interaction is connected to the families (flavours) of leptons and quarks and thus
is called Quantum Flavour Dynamic (QFD). There are two “types” of weak interaction.
One with the exchange of charges resulting in changes of the flavour and a neutral one
that causes pair production and annihilation. They are called charged- (CC) and neutral
current (NC).

The charged current has one remarkable characteristic: It maximally violates parity by
only coupling to left-handed particles. The chosen symmetry group is SU(2)L, its charge
is called the weak isospin I. Left handed fermions are sorted in isospin doublets. Right
handed neutrinos do not exist, hence the remaining right handed fermions are isospin
singlets.

That leads to a problem: A third (neutral) current is predicted that cannot be identified
as the neutral Z0-Boson as that one also couples to right handed particles. The solution is
to include the electro-magnetic current and to introduce an analogon to the weak isospin,
the hypercharge Y :

Q = I3 +
1

2
Y (2.6)

with the electromagnetic charge Q and the third component of the weak isospin I3. Thus
a SU(2)L × U(1)Y gauge group was built which is a unification of the weak and electro-
magnetic forces. Using that in a locally invariant gauge symmetry leads to four bosons:
W 1
µ , W 2

µ , W 3
µ and Bµ. The latter two are neutral. Linear combinations of them lead to

the known (table 2.2) measurable gauge bosons:

W±
µ =

√
1

2

(
W 1
µ ∓ iW 2

µ

)
Aµ = Bµ cos θW +W 3

µ sin θW (2.7)

Zµ = −Bµ sin θW +W 3
µ cos θW

whereas Aµ is the massless Photon and Zµ is the Z0-Boson. θW is called the electroweak
mixing angle or Weinberg angle that cannot be calculated but has to be measured.

So far the Standard Model is able to describe the known interactions and phenomena with
high accuracy. But there is one considerable discrepancy between the model’s prediction
and the observation from measurements. It will be described in the following section and
a possible solution will be presented.
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Figure 2.1: The symmetric Higgs potential with an asymmetric ground state. From [5].

2.6 The Higgs Mechanism

The Standard Model described in the previous section is not able to describe the masses
of the weak gauge bosons W and Z. In fact, the gauge bosons that appear when locally
invariant symmetry is considered have to be massless, otherwise invariance is not possible.
This is a great discrepancy to the measured masses of ≈ 90 GeV (compare table 2.2). A
possible solution is the principle of spontaneous symmetry breaking and the so called
Higgs Mechanism, proposed by Peter Higgs.

Following this idea, a new complex field

Φ = Φ1 + iΦ2 (2.8)

is added into the lagrangian:

L =
1

2
(∂µΦ)∗ (∂µΦ) +

1

2
µ2 (Φ∗Φ)− 1

4
λ2 (Φ∗Φ)2 (2.9)

That contains a potential that is symmetric but does not have its minimum at 0. Thus,
the lagrangian and therewith the equations of motion stays symmetric, while the energetic
ground state is not (compare fig. 2.1). The additional term is then expanded around the
minimum of the potential leading to terms in the lagrangian that explain the masses of
the weak gauge bosons as well as a new particle of mass ≈ 100 GeV and interaction terms.
Masses of other particles can be explained by their interactions with that new Higgs field.

On 4th of July this year, the two CERN experiments CMS and ATLAS held an open
seminar of the latest results of the Higgs Boson searches. There, they announced the
discovery of a new Boson with a significance of about five standard deviations. The new
Boson has a mass of about 125 GeV (see figure 2.2). The final prove, that it really is the
Higgs Boson that was found, still has to be given [3][4].
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Figure 2.2: Significant excess in the combined Higgs search at 125 GeV. Taken from
[4]. It shows the value of CLs depending on the Higgs boson mass. CLs is a measure for
the confidence into either a signal- or a background hypothesis (compare sec. 5.7). The
dashed line with the coloured error bands shows the expected result of CLs as computed
just from simulations under the assumption that no Higgs exists. The dots represent the
measured results. A signal hypothesis is excluded by CL, if 1 − CLs < CL, as given by
the horizontal red lines.



Chapter 3

Supersymmetry

3.1 Limitations of the Standard Model

Assuming the proof for the Higgs will be found soon, confirming the formulation of a
locally invariant gauge theory, there are still several gaps, discrepancies and unsolved
questions. Three of them, that will be presented here, can be explained by an extension
to the Standard Model, called Supersymmetry, that is introduced in this chapter and gives
the theoretical basis for this thesis.

3.1.1 Dark Matter

One unsolved mystery comes from astronomy/cosmology and is called Dark Matter. It
was discovered that the amount of matter that can be observed is not able to explain the
gravitational effects that were measured. For example, when examining the rotational
spectra of galaxies, it was noticed that the velocity of stars moving around the center of
a galaxy did not fulfil the expectation. The stars were discovered to move much too fast
with increasing distance from the center, so that the galaxy would dissolve if it was not
held together by additional masses [6].

One can think of several possibilities such as not self illuminating masses like cold gas or
small stars where the fusion was not initiated (“brown dwarfs”). Unfortunately all these
are not able to explain the effect as the amount of matter needed is so high, that they
would become visible by the absorption of light emitted by more distant sources. The
dark matter has to have mass to provide the gravitational effects but cannot interact
via the electromagnetic force in order to stay invisible. At that point particle physics is
needed if one assumes that these particles were created in early times by some fundamental
mechanism. QCD is not able to be the underlying mechanism, as its coupling is much to
strong and would allow a direct discovery without much effort. The weak force is a popular
candidate for that task, that is why the hypothetical particles are called weakly interacting
massive particle (“WIMP”). Some models of supersymmetry are able to provide a particle
with exactly that properties, an effect that is sometimes called the WIMP-miracle.

3.1.2 Gauge Coupling Unification

There were multiple cases in the past, where physical interactions (forces) were successfully
unified. Maxwell, for example, showed that magnetic and electric forces have a common
origin, the electro-magnetic force. Later on, as described in chapter 2.5, the electromag-
netic force was unified with the weak force. Physicists would like to continue with that
principle to discover a possible underlying single unified force, all other interactions are



10 3. Supersymmetry

Figure 3.1: Unification of gauge couplings at the GUT-scale. Dashed lines show the
Standard Model case, coloured lines could be realised in a SUSY scenario.
Taken from [7]

based on. If the coupling constants of the Standard Model, which are not constants with
respect to the energy scale, would meet at a single point, this would give a strong hint
for a unified theory. Unfortunately, according to today’s knowledge that is not realized
by the known forces (compare figure 3.1). The striking discovery was, that introducing
Supersymmetry would result in the fact, that all gauge coupling constants (at least elec-
tromagnetic, weak and strong force) meet in one point. The energy scale of that point is
usually called the GUT (Grand Unified Theory) -scale and is estimated to be at ≈ 1016

GeV (see figure 3.1, coloured lines).

3.1.3 The Hierarchy Problem

The measurable mass of the Higgs boson (if it exists) consists of several components. On
the one hand the bare mass of the boson, on the other hand contributions from additional
quantum loop corrections. The bare mass is expected to be of the order of 100 GeV. The
loop of a fermion (figure 3.2(a)) would for example lead to a corrective term

∆m2
H = −|λf |

2

8π2
Λ2
UV + . . . , (3.1)

where Λ2
UV is an ultraviolet momentum cut-off parameter that is needed to prohibit a

phase space integral from diverging and usually is chosen to be at the order of the Planck
scale [7]. That means, to add up to a Higgs mass of about 100 GeV, the bare mass has
to be fine tuned, that is to say up to 30 orders of magnitude, which is very unlikely. But
the problem can be solved by adding new particles with the same properties as those that
are responsible for the corrections, but the fact that they are scalars. In that case the
additional loop corrections would cancel the Standard Model corrections and the hierarchy
problem is solved (fig. 3.2(b)). That exactly is the concept of Supersymmetry that will
be introduced in the next section.
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Figure 3.2: Corrective terms to the bare Higgs mass.

3.2 Introduction to Supersymmetry: The MSSM

Supersymmetry was invented as some kind of thought experiment: It was wondered what
would happen if the spin properties of the particles are changed, converting fermions
into bosons and vice versa. It was found that this assumption would allow to solve the
problems described in the previous section. In supersymmetry theories, these new particles
are added to the particle content of the Standard Model. This means, that every particle
gets its supersymmetric partner, or superpartner. Thus, supersymmetry is a symmetry of
spin properties:

Q |Boson〉 = |Fermion〉 ; Q |Fermion〉 = |Boson〉 (3.2)

The fermions have a scalar partner which is indicated by an s at the beginning of the
partner’s name, they are called sfermion (slepton, selectron, smuon, squark, sup, ...). The
superpartners of bosons are given the suffix -ino (gaugino, bosino, photino, Wino, ...).

Both, particle and its superpartner are combined to so called supermultiplets. Unlike the
Standard Model, multiple Higgs Bosons are needed, that are sorted in two supermultiplets.
Without those, Supersymmetry would on the one hand lead to gauge anomalies like those
that were previously avoided, now with Higgsino loops. On the other hand, the electroweak
symmetry breaking requires two Higgs supermultiplets in the supersymmetric extension.
Table 3.1 sums up all multiplets.

Like in the Standard Model, where the measurable electroweak gauge bosons (W±, Z0,
γ) are superpositions of the gauge eigenstates W 1,2,3 and B (compare sec. 2.5), the
measurable (if existing, of course!) gauginos are combinations of different eigenstates
including those of the higgs multiplets. Thus, the neutral gauginos, called neutralinos
consist of:

B̃0, W̃ 0, H̃0
u, H̃

0
d

mix to→ χ̃0
1,2,3,4 (3.3)

and the charginos:

W̃±, H̃+
u , H̃

−
d

mix to→ χ̃±1,2 (3.4)

The Higgs gauge eigenstates also mix to mass eigenstates:

H0
u, H

0
d , H

+
u , H

−
d

mix to→ h0, H0, A0, H± (3.5)

This is the easiest solution of a supersymmetric theory and usually called the Minimal
Supersymmetric Standard Model or MSSM. The terms of the Lagrangian that describe
Supersymmetry are called the superpotential that is given by:

WMSSM = ūyuQHu − d̄ydQHd − ēyeLHd + µHuHd (3.6)
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Names Acronym spin 0 spin 1
2

(s)quarks Q
(
ũL d̃L

)
(uL dL)

(3 families) ū ũR uR
d̄ d̃R dR

(s)leptons L (ν̃ ẽL) (ν eL)
(3 families) ē ẽR eR

Higgs (-inos) Hu (H+
u H0

u)
(
H̃+
u H̃0

u

)
Hd

(
H0
d H

−
d

) (
H̃0
d H̃

−
d

)
spin 1

2
spin 1

gluino, gluon g̃ g

W (-ino) W̃± W̃ 0 W± W 0

B (-ino) B̃0 B0

Table 3.1: The supermultiplets: chiral multiplets in the upper part, gauge multiplets
below. Adopted from [7]

The y parameters are the Yukawa couplings. They are 3× 3 matrices in family space [7].
The other symbols are the supermultiplets that describe the interacting particles and are
listed in table 3.1.

3.3 Supersymmetry Breaking: The CMSSM

Supersymmetry has to be broken. This becomes clear when looking at the masses of
the (s)particles. Masses of two superpartners cannot be equal, otherwise supersymmetric
particles - e.g. a selectron of 511 keV - would already have been discovered. Their masses
are therefore significantly larger. This is in contradiction to the MSSM described in the
previous section, where sparticles have exactly the same properties as their superpartners
but the spin number.

Besides, Supersymmetry needs to be generalized by making it locally invariant. In that
case a new force needs to be added. There are several possibilities of which force that could
be. For example it is possible to use gravity and the graviton/gravitino as gauge boson.
This popular scenario is called Supergravity (mSUGRA) [8] or Constrained Minimal
Supersymmetric Standard Model (CMSSM) [9].

Similar to the Higgs mechanism of the Standard Model, massless gauge fields appear when
local invariance is used on supersymmetry. They are the spin-2 graviton and the spin-3/2
gravitino. Acquiring spontaneous symmetry breaking leads to an additional term, the
goldstino, that can be combined with the gravitino, making the latter massive.

The masses of sparticles depend on the energy scale. In a CMSSM scenario it is possible
that at a certain point, the GUT scale, the masses of all scalar sparticles, gauginos and
higgsinos meet in one point, respectively (compare fig. 3.3). By unifying parameters at
that the GUT scale, it becomes possible to reduce the 105 parameters of the MSSM to
only five. They are [7]:
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Figure 3.3: Unification of sparticle masses. Taken from [7]

• m0: The unified mass of scalar sparticles at the GUT-scale

• m 1
2
: The unified mass of gauginos at the GUT-scale

• A0: Trilinear Higgs-coupling at the GUT-scale

• tan β: The ratio of vacuum expectation values of H0
u and H0

d

• sign (µ): The sign of the bilinear Higgsino mixing parameter

3.4 R-Parity and its Violation

Most SUSY-models make use of a quantity called R-parity:

R = (−1)2S+3B+L (3.7)

R-parity is a multiplicative quantum number consisting of spin (S), baryon- (B) and
lepton number(L). It is 1 for Standard Model particles and −1 for sparticles. Usually it is
regarded as a conserved quantity. From a theoretical point of view this might be fulfilled,
but is not necessary. Both cases, conserved and violated R-parity, lead to remarkable
effects that need to be discussed.

If R-parity is conserved, supersymmetric particles can only be produced in pairs. For
example in colliders when using two Standard Model particles, the combined initial R-
parity is R = 1·1 = 1. The final state needs to have the same R-parity, namely if sparticles
are produced R = (−1) ·(−1) = 1. The conservation also is important for the decay of the
possibly produced sparticles. Each further vertex needs to conserve R. That means, if a
sparticle decays, always one new sparticle has to be produced as well as one particle. This
effect leads to long decay chains (cascades), because the probably short living sparticles
fast decay into a lighter sparticle under the emission of one Standard Model particle.
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Figure 3.4: A possible proton decay, if lepton- and baryon number violating terms are
allowed.

At a certain point, the decay will stop, namely when a sparticle is produced, that is the
lightest of the mass spectrum. Such a particle is usually called the Lightest Supersymmetric
particle (LSP). That one cannot decay further without violating R-parity and thus is
stable. If it is also neutral, it is the most favoured dark matter candidate.

3.4.1 R-Parity Violation

As this thesis is about an analysis of an R-parity violating (RPV or 6R) scenario this will
be discussed in more detail in the following:

The superpotential 3.6 is in fact not the most general solution that guarantees gauge
invariance [7]. For that case, additional terms have to be added. They are [9]:

WRPV = εab

[
1

2
λijkL

a
iL

b
j ēk + λ′ijkL

a
iQ

b
j d̄k + κiL

a
iH

b
2

]
+

1

2
εxyzλ

′′
ijkū

x
i d̄

y
j d̄
z
k (3.8)

This extension can also be attached to the previously described CMSSM to create a more
sophisticated RPV-Model. It consists of four new couplings where superfields (multiplets)
interact via the Yukawa couplings λ, λ′, λ′′ and κ. Thus, the amount of unknown vari-
ables (compare sec. 3.3) is increased. The other symbols are the previously described
supermultiplets and the antisymmetric tensor ε. Indices i, j and k represent the family
numbers. The remarkable property of the new terms is that they either violate the lepton
number (the terms in the brackets) or the baryon number (the latter term). As R-Parity
depends on these numbers (eq. 3.7), it is violated too.

Another effect is that on the one hand, (resonant) single sparticle production is possible,
on the other hand no stable LSP is possible and thus the idea of a supersymmetric dark
matter candidate has to be abandoned. The decays differ strongly from those of a R-
conserving scenario, in particular the cascades are rare, instead it leads to very clear and
easily reconstructible signatures as no “invisible” particle needs to leave the detector.

R-Parity was originally introduced to prevent the proton from fast decays. But it can be
shown that there exist other Z3 -symmetries that allow baryon- or lepton number violation
and stable protons simultaneously [10], and which are able to serve as the discrete gauge
symmetry of the MSSM [11].

Here, the B3 or baryon triality -symmetry will be used. It only allows the lepton number
violating term of the superpotential 3.8, while the violation of baryon number is forbidden.
Looking at figure 3.4, it can be seen, that the suppression of λ′′ avoids the proton decay.
The B3-model is furthermore able to explain light neutrino masses and their mixing by
introducing new higher order mass corrections [12].
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3.5 Existing Limits

Until now, no direct hint for the existence of Supersymmetry has been found although
every major experiment for particle physics had groups searching for it. Hence, the SUSY
parameter space could be excluded over wide ranges. Figure 3.5(a) shows a plot with the
m0-m1/2-plane. The coloured lines indicate the exclusion limits of the (RPC-) CMSSM
parameters that were found by different analyses that used

√
s = 7 TeV data measured in

2011 with CMS.

Figure 3.5(b) is from a direct search for RPV-SUSY from the D0 experiment at Tevatron
[13]. More exactly, it is from a search for resonant slepton production using the yukawa
coupling λ′211. It shows the 95% C.L. exclusion limits on λ′211 in the m0-m1/2-plane and is
until now the most stringent limit on this parameter obtained from a direct search.

A reinterpretation of searches for dijet resonances and like-sign leptons with CMS and
ATLAS

√
s = 7 TeV-data leads to even stricter limits for the coupling λ′211. For masses

of m(l̃) = 300 GeV and m(χ̃0) = 150 GeV an upper bound of λ′211 < 0.001 has been found
[14]. Figure 3.5(c) shows the results in the slepton-neutralino mass plane.

An indirect limit comes from cosmological neutrino mass constraints or from demanding
the absence of tachyons. For a parameter set of m0 = 100 GeV, m1/2 = 250 GeV, A0 =
−100 GeV, tan β = 10 and sign(µ) = +, an upper bound for λ′211 of 1.8× 10−3 is quoted
[15].
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Figure 3.5: Limits of SUSY searches



Chapter 4

Experiment: LHC & CMS

This analysis is based on data that was taken by the CMS experiment at CERN near
Geneva during the 2011 period. CMS is part of the LHC complex, the worlds largest and
most powerful particle collider. Both, LHC and CMS will be introduced in this chapter.

4.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [18] is the worlds largest particle collider. It has a
circumference of 26.7 km and was relaunched at the beginning of 2010. The original start
was in 2008, but due to a bad electrical connection, several dipoles were destroyed and
the launch had to be postponed. Located in the tunnel of the former LEP collider, it
can be operated with protons or heavy ions like lead nuclei. As this thesis is based on
proton-proton collisions, the following sections concentrate on the use of protons.

During the years 2010 and 2011, LHC was operated with an energy of 3.5 TeV for each
beam; In 2012 the energy was raised to 8 TeV. Originally, the machine was designed for a
center of mass energy of

√
s = 14 TeV, a goal that had to be postponed after the incident

in 2008.

The second relevant property of a collider is its luminosity. The instantaneous luminosity
L is a measure for the collision rate delivered by the collider. Integrating with time gives
the total luminosity L from which it is possible to predict the event number of processes
of interest. E.g. if one wants to measure a process x, the number of events of that process
one can expect is given by

Nx = L · σx, (4.1)

where σx is the cross-section of that process.

Before the protons enter the LHC, they are accelerated in several steps using other acceler-
ators (figure 4.1). Protons coming from ionized gas are accelerated in a linear accelerator
(LINAC 2) to a kinetic energy of 50 MeV. After that, they enter the Proton Synchrotron
Booster (PSB) that increases the kinetic energy to 1.4 GeV. The following steps in the
chain are the Proton Synchrotron (PS) accelerating to 25 GeV and the Super Proton Syn-
chrotron (SPS) with 450 GeV. Then the protons are split into two beams and are ready
to be injected into the LHC where they are further accelerated to the final energy.

The beam is guided by superconducting dipoles, designed to deliver a magnetic field of
8 T. Beam focussing and cleaning are done by quadrupoles, sextupoles, and octupoles.
Acceleration is performed by cavities made from superconducting niobium. There are
interaction points, where the beams cross each other’s paths. At four of them, the exper-
iments are located where the collisions are performed. The four major experiments are
ATLAS [20] and CMS [21], which are huge multi-purpose detectors, as well as LHCb [22],
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Figure 4.1: The CERN accelerator complex. Adopted from [19].

specialized on physics with b-quarks, and ALICE [23] for heavy-ion studies. CMS will be
further presented in the following section.

4.2 The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) [21] is a multi purpose particle detector located
at LHC’s interaction point IP5 in a cavern about 100 m underground near the French
town Cessy. It was designed to measure all types of particles that are being produced in
collisions by using various subdetectors. Those are arranged in a so called barrel and two
endcaps to cover almost the whole solid angle around the interaction point (cf. figure 4.2).
Each subdetector is designed to measure different particle properties so that, by combining
information from all subdetectors, different types of particles can be distinguished. The
subdetectors are presented in the following sections.

There is a coordinate system being defined to describe the orientation of particle tracks
inside the detector. The origin is located at the center of CMS, where the collisions
are supposed to happen. It is a right handed system with the y-axis pointing upwards,
while the x-axis points in the direction of the center of LHC. Thus the z-axis is oriented
longitudinally to the beam. The coordinates that are usually used in analyses are the
azimuthal angle φ, measured with respect to the x-axis, perpendicular to the beam axis.
As polar coordinate, the pseudorapidity

η = − ln tan

(
θ

2

)
(4.2)
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Figure 4.2: View inside the CMS detector [24]

is used instead of the polar angle θ. Differences in pseudorapidity are invariant under
Lorentz transformations, a fact that is useful when working with an unknown boost of the
rest frame due to the proton substructure. Using the pseudorapidity, a spatial distance
can be defined:

∆R =
√

∆φ2 + ∆η2. (4.3)

4.2.1 The Inner Tracker

The inner tracker consists of two different sub-components. They are the pixel- and
the strip detector. Like the rest of CMS, both consist of a central barrel part and an
endcap. Their task is to precisely measure the tracks of charged particles to determine
the momentum using the curvature of the track and to reconstruct single vertices. For
that reason, the tracker has to be as close to the beamspot as possible. In that region it
has to resist high radiation levels. To handle high luminosities, it needs a fast response.
To achieve these goals, both parts are semiconductive detectors made from silicon and
approach the beamspot to 4.4 cm.

The pixel detector consists of three layers in the barrel part and two layers in the
endcap. It measures hits from particles with its overall 66 million pixels, each having a
size of 100× 150µm2, that cover an area of 1 m2.

The strip detector on the other hand consists of different sub-components which are the
tracker inner barrel (TIB) and tracker inner disc (TID) both located inside the tracker
outer barrel (TOB), as well as the tracker end cap (TEC). The measurements are taken
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Figure 4.3: The CMS tracker [21]

by several layers. In contrast to the pixel detector, that is able to do a pointlike measure-
ment, the coordinate measurement in the strip detector is reduced to only one dimension.
In order to achieve a measurement of the missing coordinate, some layers have an addi-
tional strip module that is attached with a stereo angle of 100 mrad. Those modules are
illustrated by a double line in figure 4.3. The single strips have a pitch from 80µm to
184µm. Overall the inner tracker extends up to a radius of 113.5 cm, covering 198 m2

with 9.3 million strips. Its point resolution varies from 23µm in the TIB to 530µm in the
TOB.

The tracker is able to identify single (primary) vertices with an accuracy of 32µm in
z-direction and of the order of the beam position smearing in the transversal plane. The
relative transverse momentum resolution is of the order of a few percent: σpT ≈ 1 − 2%
[25].

4.2.2 The Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) is vital to measure the energy deposit of light
particles, which are basically electrons and photons. It consists of 61200 crystals made
from lead tungstate (PbWO4) in the barrel part and 7324 additional crystals in the endcap.
The particles are supposed to traverse the inner tracker without loosing too much of their
kinetic energy to enter the crystals. There, the molecules of the ECAL material are
excited and emit scintillation light. With a length of 220− 230 mm, a crystal corresponds
to about 25 radiation lengths. The amount of light is a measure for the energy of the
initial particle. Light detection is done by avalanche photodiodes (APD) in the barrel
part and by vacuum phototriodes (VPT) in the endcaps that are attached to the rear
end of the crystals. The front ends of the crystals are smaller than the rear ones so that
each crystal faces the nominal beam spot. Their width at the front end (22 × 22 mm2)
corresponds approximately to one Moliere radius, that is a measure of the width of the
electromagnetic shower. Thus a good spatial resolution is guaranteed.

Overall, the ECAL fills a volume of more than 11 m3 and has a weight of more than 80 t.
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It was designed for an energy resolution of

σE
E

=

√
a2 · GeV

E
+ σ2

n ·
GeV2

E2
+ c2, (4.4)

where a is a stochastic term determined by fluctuations, σn is the contribution of noise
from electronics and pileup, whereas c is a constant [26]. Their design values are a = 2.8%,
σn = 12% and c = 0.3%.

4.2.3 The Hadronic Calorimeter

Most electrons and photons can be stopped in the ECAL and so their energy can be
measured. But the ECAL is not able to completely stop hadrons as the nuclear interaction
length is much greater than the electromagnetic one. Massive materials over wide ranges
and radiation lengths are needed to fully absorb hadrons. On the other hand, such an
absorber would not allow to measure their energy because no photons would reach a
detector. That is why the hadron calorimeter (HCAL) is composed of many thin layers
of absorber alternating with scintillators.

The HCAL consists of four different subcomponents. They are the hadron barrel (HB),
endcap (HE), outer (HO) and and forward (HF) calorimeters. The latter is located outside
the main detector in regions of the pseudorapidity (η > 2.7). Those regions are usually
not considered in analyses to reconstruct particles but HF has a significant impact on the
calculation of missing transverse energy.

The HB is located between ECAL and magnet and extends from radii of 1.77 m to 2.95
m. It consists of 16 layers of absorber material that are made from steel (the outermost)
and brass, having thicknesses of 40 − 75 mm. That corresponds to a minimum of 5.82
interaction lengths in the direction perpendicular to the beam axis. Between the absorbers,
the scintillating tiles are located. They are made of plastic and have a thickness of 3.7
mm. Produced light is collected by a wavelength-shifting fibre and finally read out by a
hybrid photodiode (HPD).

The HE is constructed in the same way as the HB. The only difference is, that stacked
layers are transverse to the beam axis in contrast to the parallel ones of the barrel.

The HO is located outside the magnet coil. It uses the magnet material as absorber and
is supposed to measure hadrons that were not completely stopped in the HB. Thus it is
only present in the barrel region of the detector. The barrel wheel 0 contains HO elements
with two layers of scintillator each with a thickness of 10 mm, the other wheels only have
one.

The combined energy resolution for hadronic showers of both, ECAL and HCAL was
designed to reach [27]

σE
E

=

√
(100%)2 · GeV

E
+ 4.5%. (4.5)

4.2.4 The Magnet

The magnet is necessary to bend the paths of charged particles on their way through
the detector. Only in that way momenta can be measured and charges be determined.
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As the bending radius largens with increasing momentum, a strong magnetic field is
needed. That is why a superconducting magnet was chosen, that produces a field up to
4 T. The magnet is a solenoid, resulting in a magnetic field parallel to the beam axis.
The particle trajectories are thus bent in the plane perpendicular to the beam and the
transversal component of the momentum -usually called pT - can be measured. An iron
yoke is responsible to return the magnetic field outside the magnet.

4.2.5 The Muon System

For many analyses, both Standard Model and beyond, muons are crucial final state par-
ticles. Besides, muons are minimal ionizing particles, meaning they have only very low
energy losses due to ionization when they cross matter. As a consequence, it is not pos-
sible to do a complete calorimetric measurement of muons as most of them will leave the
detector and their momentum has to be reconstructed from the trajectory only. To do
the latter with greatest precision, the outermost component is the muon system.

Like the previously described subdetectors, the muon system consists of several subcom-
ponents and is divided into a central barrel part with five wheels and two endcaps to cover
a wide solid angle. The components are three different types of gaseous detectors [28] and
cover an overall plane of 25000 m2.

In the wheels, drift tube (DT) chambers or -stations are located. They are mounted
between the layers of the magnetic return yoke. Each wheel contains four layers of stations.
The first three of them contain three superlayers of drift tubes. Of these three superlayers,
the outer ones measure the r − φ component of the momentum, the one in the middle
observes only the component in z-direction. In the fourth station, the z measurement is
not applied. A superlayer has four layers of drifttubes. The drifttubes, 2.4 m long, are
filled with a mixture of argon (85%) and carbon-dioxide (15%). In the middle of every
tube (172000 altogether) a wire is located, acting as anode, cathode strips are mounted
to the tube walls. A muon that traverses such a tube will ionise the gas and a current can
be measured. DTs were chosen in this region because they provide a robust measurement
at low rates and magnetic field on the one hand, and are inexpensive on the other hand.
A picture of a DT-chamber and a cross section with electric field lines of a drift tube can
be seen in figure 4.4

Cathode strip chambers (CSC) are installed only in the endcaps. Overall, there are 468
strip chambers in four layers. They have a trapezoidal shape with angles of 10◦ or 20◦ and
consist of seven panels that have cathode strips attached to them. The strips are oriented
in radial direction pointing towards the beam axis. Perpendicular, in the gas filled gap
between the panels, planes of anode wires are located. This layout allows measurements
of all coordinates of a muon track. CSCs were chosen for this region because they provide
a reliable muon measurement at high rates and in a non-uniform magnetic field. Their
spatial resolution in the r − φ-plane is 75− 150µm.

The third type of muon detector is called resistive plate chamber (RPC). RPCs consist
of four plates made of phenolic resin with a high electric resistance (1010−1011 Ωcm) [28].
Between the inner plates, read-out strips are located. Between the two inner plates and
their respective outer neighbour is a gas-filled gap. RPCs are operated in avalanche mode
and have the advantage of a very fast response leading to high detection rates. In the
barrel region, two RPCs are attached to both sides of the two innermost DTs and one
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Figure 4.4: Schematic view of a DT chamber (left) and a single drift tube (right) [21]

on the inner side of the two outer DT layers. Here, the readout strips are parallel to the
beam axis. In the endcap, overall four layers of RPCs are mounted whereas some are still
missing in the high η-region.

The muon momentum resolution can be enhanced by combining the information from the
muon system with those from the tracker. On that way, a relative transverse momnentum
resolution of 5% can be reached for high energetic muons (pT ≈ 1 TeV).

4.2.6 Triggering, Data Acquisition and Computing

LHC was designed to deliver bunch crossings in a 25 ns interval, which was reduced to
50 ns in 2011. This corresponds to an eventrate of 40 MHz, and an amount of data (traffic)
that is impossible to handle. Therefore it is necessary to reduce the number of recorded
events by only selecting those with an interesting physics content. This task has to be
done fast before the event is stored. The devices that are supposed to achieve this goal
are called triggers.

In CMS, there are two major levels of triggers. The first one, the so called Level-1
(L1) trigger is mainly based on electronic devices and located in different components
inside the CMS detector or its (service) cavern. Many single triggers monitoring detector
components provide coarse object information that are all collected by a global trigger.
The latter makes a rough reconstruction of the event content and decides which events
pass the L1 (cf. fig. 4.5). During this time, all the detailed event information have to be
stored by the front-end for about 3.2 µs. The L1 reduces the event rate to 30− 100 kHz.

The second trigger is the high level trigger (HLT). It is completely software based and
runs on commercial processors. Having access to the complete data, it is possible to do
more complex selections than the L1. The combination of HLT and L1 reduce the event
rate by a factor 106 to a few 100 Hz.

Before being sent to the mass storage at the CERN data centre, the data is completely
reconstructed and processed at the local storage near the experiment using the CMS
reconstruction software CMSSW. From the computing centre, the data is distributed to
the different subcentres of the world wide LHC computing grid, the Tier-1 and -2, where
it can be accessed by the analysts.
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Figure 4.5: The Level-1 Trigger [21]

4.2.7 Particle Reconstruction

All detector components provide certain information about hits they measured. All these
have to be collected and combined to reconstruct single physics objects.

Muons can be measured in the muon system and, as they have a charge, in the tracker.
In the muon system, the reconstruction is done using a Kalman filter technique [29] that
develops a track from a seed with an iterative trajectory building algorithm. Muons that
were reconstructed using only information from the muon system are called standalone
muons. The type of muon mostly used is the global muon. In this case, the identification
benefits from additional information from the tracker. The trajectory of a reconstructed
muon is extended to the surface of the tracker, considering effects from the calorime-
ter material in between, like multiple scattering and Bremsstrahlung. If a track can be
matched, a global muon of higher quality is found [30]. Another possibility is to identify
a muon in the tracker, a tracker muon. Here, all tracks in the silicon tracker are identified
as a candidate muon and then compared to hits in the muon system. If a match is found,
the track is used as a muon [31].

Electrons and photons are measured and reconstructed using the ECAL. When show-
ering in an electromagnetic cascade, every single electron or photon deposits its energy
in a cluster of a size of about 5 × 5 crystals of the ECAL. The whole cascade is recon-
structed by searching for so called superclusters. They result from electron paths that are
bent into the φ-direction due to the magnetic field, that radiate a photon tangentially. In
contrast to photons, it is possible to assign a track to a supercluster when reconstructing
an electron. To reconstruct electron tracks, an optimisation of a non-linear Gaussian Sum
Filter is used [32].

Jets are clusters of many, mostly hadronic, particles coming from one initial particle like
a quark or a gluon. To determine the properties of the latter, those of the complete jet
have to be measured. This is done by jet algorithms that combine all secondary particles
to one physics object.

An often used jet algorithm is the anti kT clustering method [33]. It belongs the class
of so called sequential cluster algorithms like the kT or Cambridge/Aachen algorithms
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[34, 35]. These algorithms are collinear and infrared safe. The latter means, that the
finding of a jet is not affected by soft radiation. Additionally, the anti-kT algorithm
provides jets with a conical structure of a given radius. Here, anti-kT jets with a radius
R = 0.5 will be used.

Because of the high resolution performance of the CMS detector, analyses can benefit
from the particle-flow algorithm [36]. This algorithm tries to reconstruct every single
particle in the event by using all available detector components. Thus it composes the
whole event content, meaning every single muon, electron, charged hadron and so on.
With these information, for example jets can be measured with much higher precision
because also low energetic particles that are bent out of the main jet and lead to separated
hits in the calorimeters are assigned to the right jet. With jet measurements just in the
calorimeters, this assignment is not possible. Also the resolution for the missing transverse
energy is improved, taus can be reconstructed with higher precision and it is possible to
reconstruct a more sophisticated charged lepton isolation by measuring the distance to
other particles.

Missing transverse energy (6ET or MET) is calculated by summing up vectorially the
transverse energies of all reconstructed objects. The result is the negative 6ET . It gives a
hint for neutral particles that left the detector undetected, such as neutrinos or possible
new particles.





Chapter 5

Analysis

The aim of this analysis is the search for resonant slepton production. That means an
RPV-SUSY model is used. Concentrating on the coupling constant λ′211 implies, that a
smuon or a muon sneutrino is resonantly produced by two quarks (fig 5.1). The slepton
can then decay into a lepton and a gaugino that further might decay into a lepton and,
again violating RP, into quarks. Other decays are possible, for example the muons can
be replaced by neutrinos, or the intermediate gaugino is a chargino that can radiate W-
or Z-Bosons. Concerning the decay, the search is limited to the channel with two muons
and two quarks (compare fig 5.1).

The latter decision has two major advantages: first of all, as no undetectable neutrino or
escaping stable sparticle is produced, the final state is completely reconstructible and hence
the mass of the resonantly produced slepton can be measured. Secondly, it is possible to
take advantage of the lepton number violation the Yukawa coupling λ′211 provides. Thus
it is likely (about 50%) that the two muons have equal charges. Using this property for
cutting dramatically reduces the Standard Model background and increases the possibility
to discover something. More about that in this chapter.

5.1 Datasets

5.1.1 Data

The CMS data that is used for this search was taken during the whole 2011 period with√
s = 7 TeV. It corresponds to 5 /fb integrated luminosity. The datasets used are dimuon

triggered as listed in table 5.1. It shows five data samples of the 2011 period with the

λ′211
µ̃+

χ̃1
0

µ̃∗−

u

d̄

d

ū

µ+

λ′211

µ+

Figure 5.1: An example diagram for the resonant slepton production with two muons of
the same charge and jets.
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Dataset Run Range Int. Lumi.(/pb)

/DoubleMu/Run2011A-May10ReReco-v1/AOD 160431− 163869 215.0
/DoubleMu/Run2011A-PromptReco-v4/AOD 165088− 167913 955.3
/DoubleMu/Run2011A-05Aug2011-v1/AOD 170826− 172619 389.9
/DoubleMu/Run2011A-03Oct2011-v1/AOD 172620− 173692 706.7
/DoubleMu/Run2011B-PromptReco-v1/AOD 175860− 180252 2714.0
sum 160431− 180252 4980.9

Table 5.1: Used datasets

names in the first column. Thereby, “DoubleMu” means that events that entered this
sample need to have triggered any di-muon trigger. The next part of the name describes
the period, when the data was recorded. Between run A and B, was a technical stop,
when some updates, for example in the trigger table, were applied. The following part
describes the date, when the data was published. “AOD”, as the names last part is the
name of the data format, the data is described with.

The choice of the trigger path is affected by two major problems. First of all, one wants to
use triggers that are applied in data as well as they are simulated in Monte-Carlo to create
similar conditions. Secondly, the trigger prescale is raised with increasing instantaneous
luminosity. A prescale means that not every event that triggers is recorded in order to keep
the recording rate constant. When using a prescaled trigger, the effect has to be considered
in the integrated luminosity. Triggers tend to be introduced unprescaled and the prescale
is then raised in later runs. When that happens, usually a new unprescaled trigger is
included that has higher thresholds or tighter requirements. So instead of considering the
prescale and loose luminosity, it is possible to change the trigger at that points. This
method is used here. Figure 5.2 shows the prescales of the analysis triggers as they
developed during the 2011-runs. It can be seen, that each time a prescale raises from one
to a higher value, another trigger takes over. In the analysis for each event the shown
triggers are required using an or -logic under the condition that one of the existing triggers
is unprescaled. The used triggers are

• HLT DoubleMu6

• HLT DoubleMu7

• HLT Mu13 Mu8

• HLT Mu17 Mu8

All of them require two muons. The numbers in their names indicate the pT -thresholds.
Thus, the first two require two muons with pT > 6(7) GeV, whereas the thresholds of the
latter two differ for the two muons.
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Figure 5.2: The triggers that are used in this analysis. Shown is their prescale factor
depending on the run number.

5.1.2 Standard Model Background Monte Carlo

The principle idea of this analysis is to make a prediction, how many events one awaits
in a certain channel and distribution and to compare it to the measured data. If the data
significantly exceed the prediction, this is a hint that one discovered something. Therefore
it is absolutely necessary to have a reliable prediction. This is achieved by using so called
Monte-Carlo (MC). Monte-Carlo is a simulation of various physical processes where single
events are produced due to their probability to appear within a certain sample.

The theoretical probability for a certain type of event to appear in a given set of data is
given by the total integrated luminosity of that set times the cross section of the process.
Of course, it is not possible that every analyst produces his own MC corresponding to
the amount of data he uses. Hence mc samples are processed centrally and have to be
weighted event by event depending on the number of generated events in the sample. The
event weight is calculated using the formula

w = f · σ · L
N

(5.1)

where σ is the cross section of the process that is simulated, L the integrated luminosity
and N is the number of events that were generated in the sample. The factor f can be
used to scale the whole mc sample and will be used later. Usually it is 1 or, if not, of the
order of 1.

All processes that are able to provide two muons and jets have to be included. Figure
5.3 shows two exemplary diagrams. The Drell-Yan process is the dominating background
before applying a same-charge cut on the muons. It provides two muons and with initial
state radiation or pileup contamination it is possible to measure additional jets. After
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Figure 5.3: The dominating Standard Model background contributions.

this cut, top-quark pair production is dominating. Including possible decays of the b-
quarks, two quarks of the same charge are possible. Table 5.2 lists all processes that were
considered in this analysis, as well as their cross-section and the Monte-Carlo scale factor
that was calculated using equation 5.1.

Most of the samples that are used in this analysis have been produced with the generator
Madgraph [37]. The others use Pythia [38] or Powheg that is specialised to heavy quark
production [39]. The decay of taus is simulated with Tauola [40]. A detailed list of all used
samples with information about the generator that was used can be found in appendix A.

5.1.3 Signal Monte Carlo Production

In contrast to the Standard Model Monte Carlo, there does not exist any centrally pro-
duced simulation of the signal processes. Hence this was done within the Aachen RPV-
SUSY group. The production chain is only summarized here, for more details see [47].

Two different sets of signal Monte-Carlo were produced. They differ in the choice of the
five CMSSM parameters (compare sec. 3.3). The first set is motivated by the choice of
the CMS SUSY benchmark points [48, 49]. They are named LMx or HMx, meaning Low
Mass or High Mass. Those samples are used for signal studies and to find cut values.
The parameter constellation of that points is shown in table 5.3. For each point, 100000
events were produced.

The second set was produced to do a wide parameter scan in the m0-m1/2-plane, while
the other parameters were set to tan β = 20, sign(µ) = +, A0 = 0 and λ′211 = 0.01.
The scan is performed in ranges of 100 GeV < m0 < 2000 GeV in steps of 100 GeV and
50 GeV < m1/2 < 1000 GeV with a 50 GeV spacing. For each point, 50000 events were
simulated.

Some regions of that plane lead to unphysical solutions that result in no electroweak
symmetry breaking, missing Renormalization Group Equation convergence or tachyons.
Those points were excluded from the generation procedure, so that a grid of 354 signal
samples was left. The grid can be seen in figure 5.4, right.
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Monte-Carlo sample σ [pb] Weight

Z/γ∗ → ll (10 GeV < M(ll) < 50 GeV) 9611 1.530
Z/γ∗ → ll (M(ll) > 50 GeV) 3048± 34 ∗ ∗ 0.4219
tt̄ 165± 10 ∗ ∗∗[41] 0.0167
W + Jets→ lν 31314± 407 ∗ ∗ 2.602
QCD µ−Enriched (15 GeV < pT (µ) < 20 GeV) 579.2 · 106 3240.31
QCD µ−Enriched (20 GeV < pT (µ) < 30 GeV) 236.3 · 106 663.44
QCD µ−Enriched (30 GeV < pT (µ) < 50 GeV) 53.07 · 106 274.34
QCD µ−Enriched (50 GeV < pT (µ) < 80 GeV) 6351 · 103 64.41
QCD µ−Enriched (80 GeV < pT (µ) < 120 GeV) 785.1 · 103 17.31
QCD µ−Enriched (120 GeV < pT (µ) < 150 GeV) 92950 2.840
QCD µ−Enriched (150 GeV < pT (µ)) 47580 3.633
t (s− channel) 3.19± 0.06 ∗ ∗∗[42] 0.0611
t (t− channel) 41.92+1.59

−0.21 ∗ ∗[43] 0.0535
t (tW − channel) 7.87± 0.20 ∗ ∗[44] 0.0481
t̄ (s− channel) 1.44± 0.01 ∗ ∗∗[42] 0.0520
t̄ (t− channel) 22.65± 0.50 ∗ ∗[43] 0.0580
t̄ (tW − channel) 7.87± 0.20 ∗ ∗[44] 0.1212
WW → 2l2ν 4.51± 0.16∗ 0.0188
WZ → 2l2q 1.24± 0.05∗ 0.0066
WZ → 3l1ν 0.60± 0.02∗ 0.0024
ZZ → 2l2ν 0.238± 0.006∗ 0.0010
ZZ → 2l2q 0.83± 0.02∗ 0.0041
ZZ → 4l 0.060± 0.002∗ 0.0003
W + γ → µνγ 114.6 1.098
tt̄W → 2l+2ν 0.0068 0.0007
tt̄W → 2l−2ν 0.0027 0.0003
tt̄Z → 2l+2ν 0.0020 0.0003
tt̄Z → 2l−2ν 0.0019 0.0003
W−W− → 2l2ν 0.0016 0.0002
W+W+ → 2l2ν 0.0042 0.0004
WWW → 2l−2ν 0.0041 0.0013
WWW → 2l+2ν 0.0152∗[45] 0.0017

Table 5.2: Standard Model Background Monte-Carlo: *NLO, **NNLO, ***NNLL cross-
sections. Higher order cross-sections from [46], if no other source is given. Cross sections
without further information are from the generator output. The given systematic uncer-
tainties are from the variation of the factorization and renormalization scale. More about
that in section 5.6.
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Name m0 m1/2 A0 tan(β) sgn(µ) σ [pb] Weight

LM0 200 160 −400 10 + 10.09 0.51
LM1 60 250 0 10 + 18.98 0.95
LM2 185 350 0 35 + 3.23 0.16
LM2mhf360 185 360 0 35 + 3.02 0.15
LM3 330 240 0 20 + 1.71 0.11
LM4 210 285 0 10 + 4.09 0.22
LM5 230 360 0 10 + 2.23 0.11
LM6 85 400 0 10 + 3.71 0.22
LM7 3000 230 0 10 + 1.41 · 10−5 1.1 · 10−6

LM8 500 300 −300 10 + 0.39 0.020
LM9 1450 175 0 50 + 3.57 · 10−3 0.0002
LM9p 1450 230 0 10 + 3.39 · 10−3 0.0003
LM9t75 1450 175 0 50 + 3.57 · 10−3 0.0002
LM10 3000 500 0 10 + 8.46 · 10−6 5.3 · 10−7

LM11 250 325 0 35 + 2.33 0.12
LM12 2544.58 246.56 −865.75 47.59 + 5.04 · 10−5 2.6 · 10−6

LM13 270 218 −553 40 + 3.34 0.17
HM1 180 850 0 10 + 0.21 0.01
HM2 350 800 0 35 + 0.16 0.008
HM3 700 800 0 10 + 4.20 · 10−2 0.002
HM4 1350 1350 0 10 + 3.6944 · 10−3 0.0002

Table 5.3: Signal points following the CMS benchmark points [48, 49]

The parameters of each point were entered into SoftSusy 3.1.7 [50, 51] to compute the
sparticle mass spectrum. These results enter Isajet 7.64 [52] to compute the decay widths
and branching ratios.

The event production was then performed with Herwig 6.5 [53, 54] which provides parton
showering hadronisation and decays and that was updated to be able to handle super-
symmetric processes, including the simulation of PDFs , the underlying event, the Fall11
pileup scenario and the detector response.

With a NLO calculator [55] the NLO k-factors were calculated. Figure 5.4, left shows
the NLO correction to the resonant smuon production with respect to the smuon mass,
while the plot on the right side shows the LO cross sections of the grid signal points. The
k-factors vary from 1.17 to 1.40 and tend to decrease with higher values of m0 while they
change little with m1/2.

5.2 Signal Properties

Before searching for signs of the signal within real data, the produced signal and its
properties have to be examined carefully. For that purpose, it is useful to take advantage
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Figure 5.4: Left: Cross section and NLO correction of the resonant smuon production
depending on the smuon mass; Right: Cross sections of the signal grid. Both plots from
[47]

of generator informations. Those are details saved from different steps of the Monte-
Carlo production chain, like tree-level information before the parton-showering or about
single particles after that. Physics objects (muons, quarks, etc.) on generator level are
referred to as gen-particles. After the full simulation including the detector, they are CMS
RECO-objects.

For this study the signal samples are used that were produced using the parameters of
the CMS-benchmark points (cf. table 5.3). The plots presented here show three example
points that are LM1, HM1 and HM3. Their sparticle masses are listed in table 5.4. Those
are from separated regions in the m0-m1/2-plane and are able to point out different signal
properties.

Simulated was the resonant second generation slepton production with the yukawa cou-
pling λ′211 including all possible decays. The event counts of events where a sneutrino or a
smuon is the resonantly produced slepton is shown in figure 5.5(a). The channel with two
muons in the final state is only one possibility of how the final state can look like. Others
include neutrinos and thus 6ET . Figure 5.5(b) shows the number of muons at tree level.
It can be seen, that only a fraction of the generated events fulfil the dimuon requirement,
so that the selection efficiency already is considerably affected. Naively one would await
one fourth of the events to have two muons, if one assumes that the two muons can be
replaced by neutrinos respectively with equal probabilities. The high mass points show
that behaviour. In case of LM1 the situation is worse, which has its reason in a special
characteristic of the sparticle mass hierarchy (cf. also table 5.4). There, in contrast to
the smuon, the resonant sneutrino is lighter than χ̃0

2 and χ̃±1 . That means, that these
particles can only be produced by an off-shell sneutrino which suppresses the cross section
for that process. The dominant decay of the sneutrino is that into a neutrino and the
lightest neutralino (compare also figure 5.7). Concerning the other signal points, smuon
and sneutrino are on equal steps of the mass hierarchy leading to similar possibilities of
decay.



34 5. Analysis

Decays with more than two muons are realized if additional decays appear. For example if
a sneutrino decays into a muon and a chargino, the chargino often decays into a neutralino
under emission of a W-boson. Another possibility is, that a heavier χ̃0

2 is produced. This
obviously tends to happen in higher regions of the parameter space at the points HM1
and HM3.

In case that less than two muons are produced, they are substituted by neutrinos leading
to considerably large amounts of missing transverse energy. The search-signal does not
provide this source for 6ET , hence a requirement for low 6ET can be used to reject Standard
Model Backgrounds with neutrinos like tt̄. In this case, a cut value has to be found,
that does not affect the signal too much. Figure 5.5(c) shows various 6ET -distributions.
The dots represent particle-flow-6ET (RECO) without any further requirement. Especially
the higher-mass signals show contributions in the higher 6ET -regions. In case two muons
on tree level are required, the distributions reduce to those given by the triangles. High
6ET -values almost disappear and a tight cut 6ET < 50 GeV can be used without removing
much of the search-signal.

The following distributions are obtained by requiring two muons on tree level. The pT -
distributions of the leading and second leading muon (cf. fig. 5.5(e), 5.5(f)) show that the
muons used in this search have rather low or medium momenta. To keep signal efficiency
in all regions of the parameter space, the muon momenta should be as low as possible.
How low that can be, is given by the trigger strategy. The pT -cut should be chosen to
be at least as high as the trigger thresholds. Better, they are slightly higher to avoid low
efficiencies at the turn-on region. Hence the muon momenta are chosen to be pT > 20 GeV
for the leading-, and pT > 15 GeV for the second leading muon.

A similar problem comes with the jet momenta. They also are quite low for some signal
points and should be chosen to be as low as possible. This will be discussed later, when
jets are introduced.

This analysis will take benefit of the lepton number violation the yukawa coupling provides,
by requiring both muons to have same charges. Looking at figure 5.5(d) it can be seen,
that about half of the di-muon events contain muons with equal charges. Thus, a cut on
that property will remove about half of the signal, while the effect on the backgrounds is
expected to be much more drastic.

As the gaugino mass as well as the slepton mass are reconstructible the most interesting
distributions are the invariant di-jet-muon and di-jet-di-muon masses. HM3 shows an
interesting behaviour when plotting them (fig. 5.6, black triangles). There are structures
in the distributions that are not possible to be identified as sparticle masses. The reason
is, that the resonant sleptons are even heavier than χ̃0

2 and χ̃±1 , which are then produced
with relatively high frequency. When they decay, they produce an additional particle,
mostly a W-boson that further decays into jets. If those jets are not included into the
invariant mass calculation, the result is distorted. If on the other hand all jets are included,
all sparticle masses can be reconstructed (green dots). The other signal points are not
considerably affected by that operation and are not shown for reasons of clearness. The
ability of heavy gaugino production also is the reason for the double structure in the
distributions of the muon momenta of HM3 in figure 5.5(e). This is the reason that in
mass reconstructions shown here all jets will be included and not only two.
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Figure 5.5: Plots from the signal study obtained using generator information.
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Sparticle LM1 HM1 HM3

µ̃L 187 598 880
ν̃µL 167 588 874
χ̃0

1 97 359 339
χ̃0

2 178 677 640
χ̃±1 178 678 641

Table 5.4: Sparticle masses of the three example signal points. Values in GeV.
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5.3 Object Selection

The physical objects that are recorded need to fulfil certain criteria. They are necessary
to only select properly reconstructed objects in the analysis and reject fakes as well as
possible in a first step. Fakes are reconstructed objects that are in fact of another type as
the reconstruction provided. For example a pion that traverses the HCAL and enters the
muon system could fake a muon.

The object identification (ID) criteria are presented in the following sections. They are
studied, provided and recommended by the CMS physics objects groups (POG) and
adopted for this analysis. The corresponding N − 1 plots can be found in appendix
B.

5.3.1 Muons

Muons that are usually not wanted in an analysis are those that come from non-prompt
decays. Those can be produced by hadronic decays, for example in jets and need to be
rejected. Another possibility is that a particle that is no muon is misidentified as one.
That happens often in a so called punch through, where a hadron enters a muon chamber.
The ID criteria for muons are called ”Tight Muon” and used for muons with intermediate
pT [56]:

• The muon has to be reconstructed as a global muon. That means that its track is a
combination of information from the tracker (”tracker track”) and the muon system
(”standalone muon track”) using a Kalman-filter technique [29].

• χ2/Ndof < 10 for the global muon fit. This rejects effectively hadronic punch-
through and decay in flight muons [57].

• At least one valid hit in the muon chamber has to be included into the global track
fit. It has a similar effect as the cut before.

• Segments in at least two muon stations have to be hit. This cut avoids hadronic
punch-through and gives consistency to the muon trigger.

• The impact parameter must fulfil dxy < 0.2 mm; it is measured with respect to the
primary vertex. The task of this cut is to reduce cosmic muons. It is very unlikely
that a cosmic muon passes in that short distance. Furthermore that cut reduces
muons from decays in flight [57].

• The muon has to hit at least one pixel in the tracker.

• More than ten hits have to be measured in the whole silicon tracker.

5.3.2 Jets & Missing Transverse Energy

The jets used in this analysis were reconstructed using the anti kT jet algorithm with
R < 0.5 (ak5 ) and the particle flow algorithm (sec. 4.2.7). The latter is also used for
calculating the missing transverse energy.
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Certain criteria are recommended by the CMS JET/MET-POG for a better offline selec-
tion of jets ([58] and updates on [59]). Here, the ”loose ID” was used:

• Constituents > 1: Number of particles the jet consists of.

• Neutral hadron fraction < 0.99 :Energy fraction deposited in the HCAL by neutral
particles.

• Charged hadron fraction > 0: Energy fraction deposited in the HCAL by charged
particles.

• Neutral EM fraction < 0.99: Energy fraction deposited in the ECAL by neutral
particles.

• Charged EM fraction < 0.99: Energy fraction deposited in the ECAL by charged
particles.

• Charged multiplicity > 0: Number of charged particles belonging to the jet.

5.3.3 Electrons

Electrons have a rather low importance on this analysis as they are just used for vetoing.
Every event containing an electron that has pT > 15 GeV and fulfils the ID criteria of the
Simple Cut Based Ele ID using the working point WP80 [60] is rejected. For conversion
rejection the cuts are:

• No missing expected hit: From the measured track, it is possible to estimate the
hits that it should have in the silicon tracker.

• Distance to a potential conversion partner [61]: Dist > 0.02 cm

• Angle to a potential conversion partner [61]: ∆ cot θ > 0.02

Conversion means, that an initial photon produces an electron pair. Hence it is possible
to search for the corresponding partner to reject such events.
Additional cuts in the barrel (endcap) -region are:

• The angle between supercluster and track: ∆ηiη < 0.004(0.007)

• The angle between supercluster and track: ∆φiη < 0.06(0.03)

• Measure of the supercluster spread in η-direction in units of crystals:
σiηiη < 0.01(0.03)

• Ratio of the energy deposits in HCAL over ECAL: H/E < 0.04(0.025)

• Combined relative isolation criterion: Isocomb < 0.07(0.06)

Multiple calorimeter entries in η-direction originating from one electron are called a su-
percluster. They evolve from the bending of electron trajectories that radiate photons
tangentially. Isolation is the sum of transverse momentum(energy) contributions in the
tracker(calorimeters). It will be described in more detail later.
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Figure 5.8: Analysis cutflow: The event count of data, background and signal are shown
after each major cutstage.

5.4 Event Selection

To increase the ratio of signal to background, selections for events to be accepted are
made. An overview of the single analysis steps is given by the so called cutflow, shown in
figure 5.8. It shows the total number of events after each stage for all, data, background
and signal. A stage is a point in the analysis, where one or several certain cuts are applied.
Thus, the individual impact of the cuts can be observed.

5.4.1 Event Cleaning

At the first stage, some basic clean-up criteria are used. To pass, an event has to have at
least one properly reconstructed vertex. To reduce noisy cells in the ECAL, that
could fake a signal, single hot cells resulting in a spiky topology are vetoed. To do so,
those with an energy entry of more than 3 GeV are searched. If the ratio of measured
energy in the 3× 3-matrix of cells surrounding the central one to the central one exceeds
0.9, the event is rejected.
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At the same point, an electron veto is used. This means, every event containing an
electron that fulfils the criteria of section 5.3 and pT > 15 GeV is rejected.

It has to be mentioned, that at this point already some very basic selection cuts are
applied, that are needed to reduce the amount of data that is stored locally. They are
applied on data and background Monte-Carlo and require two muons with pT > 15 GeV
for the leading and pT > 7 GeV for the second leading one. The muons do not have to
fulfil any further ID criteria. In the same step, some additional recommended filters are
used to improve the quality of the used samples.

Monte-Carlos that were produced by using Pythia6 for hadronisation, while the generation
of matrix elements was done by external programs, passing the information with LHE-
files, have a non-conservation of energy and momentum in some events. Those events
need to be removed using the so-called TotalKinematicsFilter. This affects for example
samples being produced with Madgraph or Powheg.

Additionally, the HBHE-noise filter is used. It is a recommended filter to reduce noise in
the HCAL [62].

5.4.2 Muon Preselection

Before applying signal specific kinematic cuts, events containing the basic objects are
selected. Hence in this stage, a loose muon selection is done. That means, that events are
required, that need to have at least two muons fulfilling the muon ID criteria, whereas the
leading muon must exceed pT > 20 GeV and the second leading one pT > 15 GeV. These
thresholds are chosen because of the choice of triggers as described in section 5.2. Later
on, the constraints on the muons will be tightened and single muons will fail the selection.
That is the reason why at this point at least two muons are chosen instead of exactly two.

5.4.3 Jets

In this stage, at least two jets are selected. As usual they need to fulfil the ID criteria.
Additionally, every jet needs pT > 30 GeV.

The signal that is searched for provides two quarks that end up in two jets in most cases.
Additional jets can occur due to initial or final state radiation and of course pileup effects.
Hence it is beneficial to require leastwise two jets instead of exactly two. Requiring
multiple jets is a powerful tool against the Drell-Yan background (compare figure 5.9,
left).

The signal LM1 in this plot seems to contradict this argument, as it has its major contri-
bution in the one-jet bin. The reason for that can be seen in the right plot of figure 5.9,
that shows the pT -distribution of the second leading jet. It illustrates, that the low mass
benchmark point does not provide enough jets fulfilling the pT > 30 GeV criterion. That
also is the reason for the huge impact of that cut when regarding figure 5.8. As the LM1
expectation still is relatively large after all cuts, this loss is acceptable.
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Figure 5.9: Left: Jet multiplicity before jet requirement; Right: pT -distribution of the
second leading jet.

5.4.4 Prompt Muon Selection

After selecting the basic objects in the events, further constraints on the event topology
are done. This stage concentrates on muons again by requiring exactly two isolated muons
that come from the same vertex. Again, the leading muon has to fulfil pT > 20 GeV and
the second pT > 15 GeV.

The muons of the signal are prompt ones that come directly from the location of the
interaction. Non-prompt muons are those that are produced by decays in flight or hadronic
decays inside jets. To avoid such effects, two countermeasures are taken. They are, that
the muons have to be isolated and have to come from the same vertex.

Muon isolation can be measured in the tracker, the ECAL and the HCAL, respectively.
In general, it is defined by summing up all transverse energies (transverse momenta in the
tracker) that are deposited inside a cone of R = 0.3 around the muon track. The muon
itself is excluded. Here, a variation is used that contains the previously defined isolations
and that will be referred to as semi-relative combined isolation. It is defined as

Isorel =
Isotrk + IsoECAL + IsoHCAL

Min(pµT , 20 GeV)
. (5.2)

Combined isolation means, that the single isolation contributions from the different de-
tector parts are added. A relative isolation is one that is measured relative to the particle
momentum. The reason to choose a relative isolation is to better reject muons that are
being produced by decays inside jets. High energetic jets tend to have components with
higher momenta, leading to an increased isolation value and muon momentum. Making
the isolation semi-relative by using the Min-function in the denominator of equation 5.2
helps to avoid pileup dependencies of low energetic muons. Those tend to be swallowed
by pileup pollution. Figure 5.10 shows the isolation of the leading muon. It can be seen,
that most of the multijet background is removed when cutting at Isorel = 0.15.
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Figure 5.10: Semi-relative combined isolation of the leading muon.

Another way to avoid jet-induced muons is to require a spacial distance between muons
and jets. Hence, both muons have to be separated by ∆R > 0.4 from any jet. Figure
5.11(a) shows the corresponding distribution. It can be seen that in the region that is cut
away, the distribution has an edge. The muons are required to fulfil the isolation criterion
before this distribution is filled. Most muons that are close to a jet will not pass this
condition that is why the distribution shows the strange behaviour.

The requirement, that both muons have to originate from the same vertex is not easily
available and thus a makeshift has to be found. Here, a ∆Z requirement will be used.
First, one has to get a feeling for the possible minimal distance that on the one hand
can be distinguished by the tracker and on the other hand is typically found between two
neighbouring vertices. Figure 5.11(b) shows in blue the distance ∆Z of every properly
reconstructed vertex to its closest neighbour avoiding double-counting. It illustrates that
only few vertices are closer than 0.1 cm. On the other hand, the muon ∆Z (in black, same
plot) can be measured with much higher accuracy. Hence, a cut of ∆Z(µ, µ) < 0.08 cm
can be applied.

Furthermore it is required that both muons have triggered the event.

5.4.5 Invariant Dimuon-Mass & ∆φ

In the previous stage, exactly two high quality prompt muons were selected. Now, com-
bined properties of both are used for further cutting.

The first cut affects the invariant dimuon mass. This cut is not motivated by physics
but by a lack of Monte-Carlo. The Drell-Yan Monte-Carlo sample that is used, is only
produced down to an invariant mass of M(µ, µ) ≥ 10 GeV on generator level. To avoid
a deficit of Monte-Carlo in that region, a general cut on the invariant mass is used. In
order not to be affected by turn-on effects because of the detector resolution, the cut is
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Figure 5.11: Prompt muon selections

chosen to be slightly higher than the generator cut, namely

M(µ, µ) > 15 GeV. (5.3)

Muon tracks can be measured very precisely. Thus it is favourable to use an angular
correlation ∆φ for further selection. Unfortunately, the second muon recoils against two
jets, leaving the angle between the two muons a bad choice for a cut. The solution is to
reconstruct the gaugino’s four momentum using the momenta of the second muon and
the jets. The comparison of both angles can be seen in figure 5.12(a). Including the jet
momenta concentrates the signal at values of ∆φ around π. The cut on the angle between
the first muon and the gaugino candidate is chosen to be:

∆φ(µ1, χ) > 2 rad. (5.4)

At that value, the signal separates from the flat background shape. Figure 5.12(b) shows
the distribution of ∆φ before the cut. It allows discrimination of manly single top and tt̄
backgrounds.

5.4.6 Missing Transverse Energy Rejection

In section 5.2 it was shown, that the channel that is used in this analysis does not provide
sources for large amounts of MET. The cut was chosen to be

6ET < 50 GeV (5.5)

The distribution can be seen in figure 5.13(a).
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Figure 5.12: The ∆φ variable
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(a) The 6ET -distribution
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5.4.7 Intermezzo

The next step in the chain of cuts would be the same charge requirement. This cut
will drastically remove most standard model backgrounds, especially Drell-Yan, which is
up to now the dominant background. Hence it is advisable to check for consistency at
that point. For that reason figure 5.13(b) shows the distribution of the invariant mass
of both muons. The Drell-Yan background was over-predicted and hence scaled down by
a factor of 0.88. That was done by using the Z-peak as standard candle. The complete
Drell-Yan sample was scaled, until it matched the Z-peak. This procedure is legitimate
as the complete Drell-Yan background will be removed by the same-sign requirement and
thus not enter the limit calculation. Furthermore, the factor is still smaller than the used
NNLO k-factor. The scale factor as well as other corrections that will be described in
section 5.6 are applied to all distributions if not mentioned otherwise. Overall, a good
agreement can be found and at that point there is no hint for new physics.

5.4.8 Same Sign Muons

The final and most radical cut is the requirement, that both muons need to have equal
charge signs. It reduces the Standard Model background by almost four orders of magni-
tude, removing Drell-Yan Monte-Carlo completely. Only about half of the signal is lost,
thus the signal to background ratio is raised significantly. The overall event-count at this
point is 26 for data and 14.28 for Standard Model background. The plots in figure 5.14
show the reconstructed masses of the gaugino (left) and the resonantly produced slepton
(right).

An excess in data with respect to the background expectation can be observed. Its origin
needs to be further investigated. The fact, that the excess is spanned over the whole range
of the search distributions of figure 5.14 indicates, that the description of the Standard
Model background is not sufficient, instead of a real discovery, that would concentrate
the excess in a more narrow region. Hence, the following section describes a method to
predict background expectations using a data driven method.

5.5 Data Driven Background Estimation

Two muons with the same charge sign are extremely rare in Standard Model processes.
Thus it is highly probable that additional same sign events are caused by some kind of
mismeasurement that is not properly simulated in Monte-Carlo. Those can be so-called
“fake muons” and can have different origins. For example they can be non-prompt muons
that are produced inside jets and are not rejected by the isolation criteria (comp. sec.
5.4.4). Another possibility is, that a muon is faked by another particle, e.g. a pion, that
is not completely stopped in the HCAL or magnet and hence enters the muon system.
The latter are “true fake muons”. As both effects usually are treated in combination, they
are both referred to as fakes. The influence of such fakes can be determined using data
driven methods.

Another reason to estimate backgrounds from data is insufficient Monte-Carlo statistics.
Processes with large cross sections are produced in such large amounts at the LHC, that
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Figure 5.14: Distributions of the invariant masses of the second muon and all jets (left)
and both muons and all jets (right) after all cuts. They represent the reconstructed masses
of the gaugino from the slepton decay and that of the resonantly produced slepton itself.

it is not possible to generate enough Monte-Carlo events. The result is that the existing
events have to be weighted using large factors (compare equation 5.1). The strongly
affected backgrounds are the W+Jets and QCD-multijet samples. They have weighting
factors up to several thousand (see table 5.2), so that in principle thousands of QCD events
in the final distribution are possible but not simulated properly. Besides, the simulation
of multijet events is quite complex and the results are usually not satisfactory.

The principle idea of a data driven background determination is, to measure the prediction
of a certain background in a data sample that is independent from that the search is based
on and then transfer the prediction into the latter. The method that will be performed in
the following sections is able to make an estimation of QCD and W+Jets contributions
that will then be used in the final result, as well as for other backgrounds like tt̄ that will
be used for consistency checks.

5.5.1 The Tight to Loose Ratio Method

The method is called tight-to-loose ratio (T/L) method or fake rate method [63]. It is
used in various CMS analyses, for example in SUSY [64], Higgs [65] and heavy majorana
neutrino [66] searches. The basic idea is to loosen an ID criterion of the muons - in this
case the isolation - and measure the probability of such a loose muon to be one with the
original requirement - a tight muon. This information can then be used to predict the
number of fake tight muons in the search sample using a sample with loose muons.

A loose muon has all the ID criteria of the muons in the standard analysis. Only the
isolation (eq. 5.2) is relaxed from Isorel < 0.15 to Isorel < 0.4. This implies, that every
tight muon is also a loose one but not every loose muon also is a tight one. With that
information, different subsamples of data are distinguished by sorting events by their
number of tight and loose muons, see figure 5.15(a).
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To measure T/L, those data-samples are used, that contain exactly one loose muon. The
numbers of T/L are obtained by dividing the event counts of events with a tight by those
with a loose, or with respect to the areas in figure 5.15(a)

T/L =
t

t+ l
. (5.6)

The next step is to predict the contribution of fake-events to the search sample the analysis
is performed on, which is A in figure 5.15(a). An event of the last stage of the search can
be faked in two different ways. If it is a double fake, both muons are fakes as it would
happen with surviving QCD events. A single fake event has one prompt and one faked
muon. This is the case for W background but also tt̄. The prediction of fake events in
the analysis sample is done using orthogonal samples that have two muons. Using the one
with two loose but no tight muons (sample DF ) predicts the number of double fakes, the
one with one tight and one loose but not tight muon (sample SF ) predicts the number of
single fakes. To do the prediction, each of the events is weighted with the loose muon’s
probability to be a tight one. Using equation 5.6 the event weight is given by:

w =
T/L

1− T/L
(5.7)

The total number of double fakes is also the number of QCD contributions. It is calculated
by:

NDF = NQCD =
∑

2loose

w(µ1) · w(µ2) =
∑

2loose

T/L1

1− T/L1

· T/L2

1− T/L2

(5.8)

In this case, the assumption has to be made, that T/L for each of the muons is independent
of that of the respective other one.

The same procedure is then applied to the single fake sample (SF ), where every event is
weighted with the probability corresponding to the loose muon:

NSF =
∑

1loose

w(µloose) =
∑

1loose

T/L

1− T/L
(5.9)

This does not already correspond to the correct number of W+Jets events because the
single fake sample contains contaminations from the double fakes sample, where one muon
is faked. Applying the single fake weight to those events will lead to a double counting of
QCD. Hence, the event count of the QCD prediction has to be subtracted from the single
fake number to achieve the prediction of faking W+Jets events:

NW+Jets =
∑

1loose

T/L

1− T/L
−
∑

2loose

T/L1

1− T/L1

· T/L2

1− T/L2

(5.10)

So far the principle. The next section will present the measurements to determine T/L
and further measures that have to be taken. The results will be used to determine the
background contributions of QCD and W+Jets.

5.5.2 Measurement & Background Prediction

The tight-to-loose ratio is measured depending on pT and η of the loose muon. The result
is shown in figure 5.15(b). It is quite high and increases with increasing muon pT . The
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latter is not expected for non-prompt muons as they are bent less in the magnetic field
with increasing energy and thus are more easily allocated to a jet. Figure 5.16(a) gives a
hint what the reason for the increasing of T/L could be. It shows T/L in a one-dimensional
projection, plotted for data and the same procedure performed on various Standard Model
backgrounds. It can be seen that backgrounds that have a prompt muon result in a high
T/L whereas QCD and thus events with non-prompt muons follow the expected behaviour
of a decreasing T/L measurement. The conclusion is, that the samples that are used for
the measurement of T/L are contaminated with processes that distort the measurement.

To reduce those contributions and only select QCD events that really contain faking
muons, cuts are performed. The remaining contamination is then subtracted.The cuts
are:

• At least two jets.

• mT (µ, 6ET ) < 50 GeV to suppress W.

• 80 GeV < minv(µ, µ) < 100 GeV against Drell-Yan, using any other muon that has
not to fulfil any requirement.

• 6ET < 50 GeV against W and tt̄.

The N-1 plots corresponding to the cuts can be seen in figure 5.17. There are two argu-
ments, why at least two jets have to be in an event to be chosen for the measurement of
T/L. First of all, in the analysis a dijet requirement is used and single jet events could
lead to a T/L-measurement that would not fit the conditions of the analysis. The second
argument is given by the plots in figure 5.18 and confirms the first one. The left plot
shows the pT projected measurement of T/L for different jet multiplicities. It can be seen
that for the case of one single jet, the result differs quite significantly. Hence, it will not
be used for the measurement of T/L. The right plot shows the dependence of T/L on the
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angle ∆R between the jets as a function of the muon pT in the case of exactly two jets.
No significant dependence can be observed, hence it will not be considered furthermore.

After the cuts are applied, still remaining contributions of backgrounds with non-prompt
muons are subtracted corresponding to their Monte-Carlo prediction. Thus, this estima-
tion is not completely independent of simulation. Due to low statistics, especially in the
high pT and η regions, this procedure can lead to bins that have contents with negative
values or (in principal) larger than one. Those are replaced by the mean of neighbouring
bins. The resulting measurement of T/L can be seen in figure 5.16(b). In regions of high
pT and η the histogram shows an unsteady behaviour of bins fluctuating upwards. This
has its reason in the low statistics. Thus, only values pT < 70 GeV are used for the further
procedure. If a muon momentum exceeds that value, the bin content of 70 GeV is used.

This statistical subtraction of the prompt muon backgrounds is also displayed in the
projected histogram of figure 5.16(a) by the coloured data points (“Data subtr.”). It
can be seen that the Monte-Carlo subtracted data follow the distribution of the QCD
Monte-Carlo as expected.

The histogram of figure 5.16(b) is the final T/L measurement that is used to estimate the
fake contributions. Therefore the analysis is rerun twice. In a first run, the prediction of
double fakes is estimated. That means, all ID criteria and analysis cuts are performed
and only the muon isolation is relaxed to allow loose muons. All events containing two
“loose but not tight” muons are weighted according to equation 5.7, where the muon pT
and -η dependent weighting factors are looked up in the histogram of figure 5.16(b). The
resulting slepton mass distribution is shown in figure 5.19, left.

Similarly, the single fake contribution is determined. Events that contain one tight and
one loose but not tight muon are weighted using the properties of the loose muon and the
T/L-histogram. The prediction is shown in figure 5.19, right.

To estimate different components of the (single) fake measurement, the method is per-
formed on Monte-Carlo too. As QCD and W+Jets background are about to be deter-
mined, they are thereby not considered. The only remaining backgrounds are tt̄ and very
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Figure 5.17: Distributions corresponding to the cuts to reduce backgrounds that con-
taminate the T/L-measurement with prompt muons.
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performed on data and Monte-Carlo.
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few single top. Especially the measurement of the single fakes has large contributions
from backgrounds like tt̄. That will be used in the following section for cross-checks, but
for the estimation of QCD and W backgrounds they have to be subtracted. The difference
between the measurement in data and the contributions of Monte-Carlo are the searched
estimations of QCD and W+Jets. Table 5.5 summarises the obtained results.

Sample double fakes single fakes

tt̄+Jets 0.03 6.64
Other MC 0.01 0.86
Total MC 0.04 7.51
Data 1.63 14.09

Table 5.5: Results of the predictions based on the T/L method in data and Monte-Carlo.

Using these values, the individual predictions for W and QCD backgrounds can be achieved:

NQCD = NDF = 1.63(Data)− 0.04(BG) = 1.59

NW = NSF −NDF = . . . (5.11)

. . . = 14.09(Data)− 7.51(BG)− 1.59(QCD) = 4.99

5.5.3 Validation & Uncertainty

The predictions that are received with the tight-to-loose ratio method need to be verified.
A usual approach is to compare the predictions from a data driven background estimation
with those from Monte-Carlo. As in this case, only very few W- and no QCD Monte-Carlo
events survive the analysis cuts, this does not lead to a reliable comparison.

The consistency check that is used here is based on the tt̄ background. This background
contributes to the final analysis selection by faking one muon and thus is also contained
in the single-fake prediction. There, it cannot be separated from the W-prediction, thus
there is no data-driven pure tt̄-estimation to be compared to the Monte-Carlo prediction
of the standard analysis. As a workaround, the T/L method performed on tt̄ Monte-Carlo
is compared with the standard analysis result. This can be seen in figure 5.20. It shows
the reconstructed slepton (left) and gaugino (right) masses with the tt̄ contribution from
the standard analysis (orange area) and the prediction from the T/L method performed
on tt̄ Monte-Carlo (blue line). The shapes of both distributions agree well. The integral
is 6.45 events from the analysis work flow and 6.79 from T/L, resulting in a difference
of 5.3%. The good agreement gives confidence, that the T/L-method works well and
provides a robust background estimation.

Finally, the method has to be tested for systematic influences. Therefore, the isolation
requirement Isorel is varied between 0.3 and 0.5 to recalculate T/L and measure the
influence on the QCD and W prediction. The resulting deviations are listed in table
5.6. Following these numbers, a total systematic uncertainty on the QCD and W+Jets
prediction of 30% can be assigned.
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Figure 5.20: Closure test: The tt̄ Monte-Carlo prediction from the analysis (orange
area) and the T/L-method (blue line).

Variation double fakes single fakes QCD [%] W+Jets [%]

Isorel = 0.3 1.82 8.10 14.5 23.1
Isorel = 0.5 1.24 4.97 22.0 24.5

Table 5.6: Systematic influences on T/L-method results.

As a final plot of this method, it would be interesting to see the data driven background
contributions with data, signal and Monte-Carlo backgrounds in one plot. Due to low
statistics in some regions, the previously described background subtraction leads to neg-
ative entries in some bins. It is not possible to show that in a stacked histogram. That
is why figure 5.21 shows the reconstructed invariant slepton and gaugino masses with
the double-prompt backgrounds and the single fake contribution that contains QCD, tt̄
and W-Jets and why the subtraction was performed on total event numbers and not on
distributions.

5.6 Systematic Uncertainties & Corrections

5.6.1 Pileup

A huge effort of the 2011 data taking period and its future is the handling of the so
called pileup. Pileup is the contamination of the event-content with contributions that
are not from the interaction of interest. There are different contributions to pileup. The
main influence comes from interactions of other protons in the same bunch crossing.
Its amount strongly depends on the instantaneous luminosity which can be measured.
Another contribution comes from the so called out-of-time pileup. This effect is caused
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Figure 5.21: Reconstructed invariant slepton (left) and gaugino (right) mass with the
single fake contribution of the T/L-method.

by remains of earlier crossings or contributions from already following ones and strongly
depends on the bunch spacing and thus the frequency of collisions.

These effects have to be simulated in Monte-Carlo. When Monte-Carlo production was
started, the actual influence of pileup contribution could only be estimated. Hence the
simulation of pileup, which means the amount of added pileup events per event, follows a
predefined distribution. For the Fall11 -scenario, the distribution is shown in figure 5.22,
red line. The information was taken from [67]. A corresponding distribution is estimated
in data from the luminosity measurements. This is done by filling a histogram for each
lumi section with a poisson distribution which has a mean of the expected number of
pileup interactions estimated from the luminosity. The distribution is then weighted by
the integrated luminosity and lifetime of that lumi section [68].

With these two pieces of information, it is possible to adjust the Monte-Carlo distribution
to match that of the data by applying an event-by-event weight. The calculation of that
event weight is done by a tool performing the so called 3D-reweighting [68]. Following
this procedure, the weight is estimated considering all effects of in- and out-of-time pileup
respectively. It uses the distribution of the number of pileup events that corresponds to
the individual data used and calculates a 50 × 50 × 50-matrix for all three pileup types.
For each Monte-Carlo event, these three types are stored and the corresponding weight is
looked up in the matrix.

The whole procedure should reweight the single event share, while the total event count
should not be affected. To test this, the number of events is compared before and after
reweighting without applying any other cuts as they might distort the result. Hence
it is tested on a signal sample (LM1) as the background Monte-Carlo samples all have
skimming cuts applied. The event count changes from 99969 to 100492, a difference
corresponding to approximately 0.5%. This difference is acceptable.

The crucial distribution in an analysis with pileup dependencies is that of the number
of reconstructed vertices. It is shown in figure 5.23 before the reweighting (left) and
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after (right), after all cuts but the final same charge requirement have been applied. It
can be seen that the data to Monte-Carlo agreement after the reweighting has improved
significantly in comparison to the situation before.

Fur such a procedure, a systematic uncertainty has to be assigned. The dominant two
sources are the uncertainties on the measurements of luminosity and total inelastic cross
section. The recommendation how to estimate the systematic uncertainty on pileup is to
redo the reweighting procedure and shift the number of interactions by ±5% [69]. The
impact on the final event yield in the analysis is 2.5% in the background Monte-Carlos
and about 1% for the signals.

5.6.2 Jet Energy Resolution

Figure 5.24, left, shows the 6ET -distribution before applying the same charge- and 6ET -cuts.
Data and background prediction do not agree, a shift can be observed. An explanation for
that effect is the jet energy resolution (JER). It was simulated to be better in Monte-Carlo
than it is in fact in the measured data. This leads to a more narrow 6ET -distribution as
can be seen in the plot. The inaccuracy in the simulation can be corrected.

The JER-simulation is connected to the detector simulation step of the Monte-Carlo pro-
duction chain (compare sec. 5.1). Thus one can get access to the resolution by comparing
the properties of jets on generator level to those after the detector simulation, the RECO
objects. This information can be used to apply an extra energy smearing to the jets using
the following method.

The smearing is applied to every PFJets whose pT exceeds 15 GeV. For each of those jets,
generator jets (genjets) within a range of ∆R =

√
∆φ2 + ∆η2 < 0.5 are searched and

their energy difference

∆E = EPFJet − EGenJet (5.12)
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Figure 5.23: The multiplicity of reconstructed vertices before pileup reweighting (left)
and after (right). All cuts but the same charge requirement are applied.

is computed. The GenJet resulting in the smallest ∆E is chosen for the further procedure.
The energy of the PFJets is now modified by a fraction of ∆E:

Enew
PFJet = Eold

PFJet + f ·∆E (5.13)

As ∆E is a measurement for the JER, this operation increases the resolution of the PFJets.
This change has to be adopted to the momenta, that are changed by the same relative
factor. In the same manner, the changes have to be propagated into 6ET applying them to
the opposite direction respectively.

The factor f needs to be determined. In order to find an optimal value (f0), it is varied be-
tween 0 and 0.3 in steps of 0.005. For each variation, the agreement of the 6ET -distribution
is determined using the χ2-method. That means, the χ2 for every bin in the distribution
up to a certain value 6ETmax is calculated, summing all of them up. A parabola is fitted to
the resulting χ2-distribution, indicating the best value for f in its minimum. The result
can be seen in figure 5.25(a). Table 5.7 shows the dependence of the result on 6ETmax.
In its first column, values for 6ETmax are shown. They are equal to the number of de-
grees of freedom. With increasing threshold, χ2(f0) increases as expected, but the ratio of
χ2(f0)/Ndof improves. The corresponding optimized value f0 is stable at 0.17 for not too
small values of 6ETmax. At values of 6ET > 200 GeV the data- and Monte-Carlo statistic
gets so low, that the calculation of χ2 does not make sense.

6ETmax/ GeV χ2(f0) f0

50 190 0.183
100 211 0.167
150 280 0.165
200 324 0.166

Table 5.7: Dependence on 6ETmax
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Figure 5.24: 6ET -distributions before (left) and after (right) jet smearing.

The jet matching can of course only be done if a GenJet is found within ∆R < 0.5. In case
this does not happen, a solution has to be found how to smear those PFJets. Otherwise,
the method would be sensitive to pileup (-jets) that cannot be matched but also have
a wrong resolution in the simulation. For that reason, the ∆E of jet pairs that could
be matched are plotted, as shown in figure 5.25(b) with black dots. This distribution
is normalized to an area equal to one and a Breit-Wigner function is fitted (black line).
Choosing this kind of function is the result from trying various functions, for example
a Gaussian. Although the agreement is not perfect, especially in the outer regions, the
result is quite satisfactory. In the analysis, the information of that fit is used to generate
a random ∆E in case no matching GenJet is found. The red dots in the plot represent
those jets.

The main source for a systematic uncertainty on this method is, that a PFJet is matched
to a GenJet, that it not originally belongs to. This will most probably happen, when
multiple GenJets are located in a narrow region. To estimate that effect, the method is
modified for the case, that multiple GenJets lie inside the cone. In additional iterations of
the method, always the GenJet with the highest energy (f0 = 0.1661), the lowest energy
(f0 = 0.1629) and the sum of all jet energies (f0 = 0.1575) is used to calculate ∆E. In this
way, the most extreme variations are considered and the resulting systematic uncertainty
should be a conservative estimation.

With the optimization procedure described above and the estimation of systematic influ-
ences, the smearing factor is assumed to be

f = 0.166± 0.010. (5.14)
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Figure 5.25

The impact on the final event yield is found to be 0.5% in the background- and 1% in the
signal samples.

5.6.3 PDF & αs-Uncertainties

PDF is an acronym for parton distribution function. PDFs describe the quark and gluon
content of hadrons. As the LHC collisions are performed with interacting protons, it is
mandatory to know their structure as precise as possible to create reliable Monte-Carlo
events and predict cross-sections. The cross section for hadronic interactions is given by

σ =
∑
i,j

∫ 1

0

∫ 1

0

dx1dx2 · fi(x1, Q
2)fj(x2, Q

2) · σij, (5.15)

where i and j are possible initial state partons with the cross section σij at the given center
of mass energy. 1 and 2 denote the interacting partons. The functions f are the probability
to find a parton with momentum fraction x at energy scale Q2. These probabilities are
given by PDFs. Figure 5.26 shows the results obtained by the MSTW-group with the
PDF-fits of different partons depending on their momentum fraction x.

It is not possible to find a theoretical solution for PDFs. Thus they have to be obtained
from experimental measurements of structure functions. This measurements were per-
formed by different groups using different experiments. Those, that will be used here are
from fixed-target or collider experiments examining electroproduction from deep-inelastic
electron, muon and neutrino scattering or hadroproduction with Drell-Yan and jet pro-
duction. The modelling of PDFs is then done by fitting a function to the measurements.
There are two approaches how to fit the function and determine uncertainties. Following
a Hessian approach, the functions are fitted by minimizing a log-likelihood χ2-function.
A Monte-Carlo approach generates replica of pseudo data containing exactly the same
number of data points as the measurement. They are produced in a way, that the mean
over corresponding points from all replicas results in the measurement [71].
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Figure 5.26: The PDF fit results depending on different partons with momentum fraction
x as provided by MSTW2008. The coloured bands are the 1σ-confidence intervals. Results
for an energy scale of 10GeV2 (left) and 104GeV2 [70].

The PDF4LHC-group [72] provides explicit recommendations of PDF sets from which
groups should be used for LHC data [73], as well as a detailed recipe how to proceed
with them [74]. They will be used to estimate the impact of PDF and αs-uncertainties on
the analysis. The recommended PDF sets with the Hessian approach are CT10 [75] and
MSTW2008 [70][76]. The Monte-Carlo approach is used by NNPDF2.1 [77][78].

The most important theoretical uncertainty that influences the global fit of PDFs is the
strong coupling constant αs. Consequently it is common to handle these uncertainties
simultaneously. Hence, αs-uncertainties are computed using a fixed value for the PDF
and vice versa. Both single uncertainties are then combined by adding in quadrature [71]:

∆X =
√

∆X2
PDF + ∆X2

αs (5.16)

The different groups have different values for αs(mZ). It is 0.118 for CT10, 0.119 for
NNPDF2.1 and 0.120 for MSTW2008. The generalized 1σ-uncertainty is ∆αs = 0.0012.

The Monte-Carlo samples used in this analysis have been produced using the Pythia Tune
Z2. The tune describes the modelling of the underlying event (UE) and therefore also
uses a PDF description. In case of Z2, the PDF set CTEQ6l1 [79] is used [80]. To be
able to evaluate the uncertainties of other PDF sets one would either have to reproduce
all Monte-Carlos applying the other PDFs, a procedure that is very impractical, or it is
possible to reweight the existing samples. In the latter case, each background is examined
for its content of the hard interaction and an event-by-event weight is applied to remodel
the new PDF conditions. For this method, a tool provided by the LHAPDF-group is used
[81].
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The PDF sets contain different subsets, so called members. Usually, one member repre-
sents the best fit, the others model the uncertainties of the PDFs and αs. The reweighting
is done for all of these members. Applying the event weights and using the usual analysis
cuts has an influence on the final event yield. Thus, the analysis is performed for every
member and the overall uncertainty is obtained using the different final event numbers.

The PDF sets using the Hessian approach have one sample with members to estimate the
PDF uncertainty and others for the αs uncertainty determination. Assuming the members
to be orthogonal, the PDF errors are determined using the formulas

σ(PDF,+) =
1

C90

√√√√N/2∑
i=1

(max [O(2i− 1)−O(0),O(2i)−O(0), 0])2 (5.17)

σ(PDF,−) =
1

C90

√√√√N/2∑
i=1

(max [O(0)−O(2i− 1),O(0)−O(2i), 0])2. (5.18)

The number of members is N = 53 for CT10 and N = 41 for MSTW2008. O(i) denotes
the observable, the final event yield, for member i. The best fit corresponds to i = 0.
The factor C90 = 1.64485 is only used for CT10 whose uncertainty represents a 90% C.L.
interval that needs to be adjusted to a 68% C.L. interval with that factor.

The error on αs is obtained separately. In the case of CT10, members are provided that
have the best fit and αs = 0.118± 0.001. Using those the error is acquired by

σCT10(αs,±) =
1

C59

(Oαs(±)−O(0)) (5.19)

with C59 = 5/6 to adjust for the different value of ∆αs (0.001/0.0012).

The procedure is similar for MSTW2008, only there is a different scaling factor for the
up- and down variation respectively (C79 = 5/4)

σMSTW (αs,+) = (Oαs(+m)−O(0)) σMSTW (αs,−) =
1

C79

(Oαs(−)−O(0)) (5.20)

The combined PDF- and αs-error is then calculated as descried in equation 5.16 by adding
them in quadrature, for both, CT10 and MSTW2008 respectively.

The procedure differs for the PDF set NNDPF2.1 using the Monte-Carlo approach. It
has samples with varied αs values, each containing 100 PDF-replicas. Assuming the αs-
uncertainty to be gaussian around the mean value of α0

s = αs(mZ) = 0.119, an equivalent
number of replicas has to be chosen from the corresponding samples to enter the uncer-
tainty calculation:

Nαs(j)
rep ∝ exp

(
−(αs(j)− α0

s)
2

2 (∆αs)

)
(5.21)

For the best statistic, the number of replicas at the central value is N
αs(0)
rep = 100. With

that, the combined uncertainty can be calculated with

σNNPDF (αs + PDF ) =

√√√√√ 1

Nrep − 1

Nα∑
j=1

N
αs(j)
rep∑
kj=1

(O (PDF (kj, j), αs(j))−O0)2. (5.22)
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(a) Relative PDF variations. The black line rep-
resents the PDF the Monte-Carlo originally was
produced with.
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(b) Relative variation of αs.

Figure 5.27: Uncertainties obtained from CT10 as a function of the pseudorapidity of
the top quark. Shows the variation of member X in light blue and the obtained 1− and
2σ error bands.
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(b) Relative variation of αs.

Figure 5.28: Uncertainties obtained from MSTW2008 as a function of the pseudorapidity
of the top quark. Shows the variation of member X in light blue and the obtained 1σ
error bands.
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(a) The combined PDF and αs uncertainty when
choosing randomly the number of used replicas.
The red line is a fitted Gaussian to obtain the final
value, here σ(PDF,αs = 4.1).
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(b) Combined relative PDF and αs uncertainties
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quark. It shows the variation of different mem-
bers with respect to the best fit αs = 0.119 in
green and the 1σ error band.

Figure 5.29: Distributions corresponding to NNPDF2.1.

The number of samples and thus the number of values for αs is Nα = 7. For the samples,
from which only a fraction of all replicas is used, a method has to be found how to decide
which ones are taken. One possibility is to take all replicas and apply a weighted mean.
Another way is to randomly choose the right number repeatedly, histogram the result
each time and find a mean value by fitting a gaussian function. Both methods are used,
whereas for the random part, 100000 dicings are performed.

As the tt̄ Monte Carlo has the highest statistics of the remaining samples, it is chosen to
present the obtained results of the described procedure as shown in figures 5.27-5.29. Still
the statistics is quite low, which results in not smooth distributions.

The distributions show the uncertainties relative to the best fits, either for the PDF and
αs uncertainties separately, or both together in case of NNPDF in figure 5.29. Relative
means, that the difference of member X to the best fit member is calculated. The resulting
total PDF and αs uncertainties are shown by the red error bands.

Looking at the red error bands, the αs uncertainties of CT10 and MSTW2008 have com-
parable shapes, which also can be observed in the corresponding PDF uncertainty distri-
butions. Nevertheless, the absolute values are slightly different in both cases. The shape
and values of the combined PDF and αs uncertainties of NNPDF are comparable to the
PDF values of the other sets, what is expected as the αs contribution seems to be rather
small compared to that of the PDFs.

Figure 5.29(a) shows the combined PDF and αs uncertainties of NNPDF2.1 when the
random choice of the used replicas is made repeatedly. A Gaussian can be observed with
the mean σ(PDF, αs) = 4.1%.

Table 5.8 sums up some exemplary results of the major backgrounds and signals. The
complete list can be found in the appendix (table C.1). It can be seen that the dominating
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contribution comes from the PDF uncertainty while the αs-uncertainties are rather small.
As can be seen in the last two columns, both methods to calculate the uncertainties for
NNPDF lead to same results. The combined errors on the event yield are in ranges of
3 − 6% and differ whith respect to those of other sets in the same Monte-Carlo sample.
Especially the PDF-uncertainties are partially asymmetric. Some signal samples show
remarkable higher values (LM7, LM10, LM12). Those lie in regions of high m0-values, that
are not reached by the search grid. Hence the lower values of the remaining benchmark
points are trusted and a pessimistic combined PDF and αs-uncertainty of 6% is applied
to all signal Monte-Carlos. In the paper [82], an uncertainty of 5% is mentioned, that is
compatible with the results gained here.

Concerning the background Monte-Carlos, for each sample, the most deviating value of
the up- and downward uncertainty is chosen from the three PDF-sets. From those two,
the mean is calculated and taken as symmetric uncertainty on each background sample
individually.

CTEQ10 MSTW2008 NNPDF

[%] PDF αs combined PDF αs combined
weighted
mean

random
replicas

W → lν
+ 4.2 + -0.4 + 4.2 + 4.1 + -0.3 + 4.1

3.9 3.9
- 4.5 - 0.4 - 4.5 - 3.3 - -0.3 - 3.3

tt̄
+ 5.5 +0.0 +5.5 +3.2 +0.2 +3.2

4.1 4.1
- 5.1 - 0.1 - 5.1 - 3.7 - 0.2 - 3.7

LM1
+ 3.0 +0.0 +3.0 +2.5 +0.2 +2.5

2.8 2.8
- 4.1 - -0.1 - 4.1 - 2.1 - 0.2 - 2.1

HM1
+ 3.5 +-0.6 +3.6 +2.9 +-0.4 +3.0

3.3 3.3
- 5.1 - 0.6 - 5.2 - 2.4 - -0.4 - 2.4

HM3
+ 4.4 +-0.8 +4.5 +3.4 +-0.7 +3.5

4.1 4.1
- 6.1 - 0.8 - 6.1 - 2.6 - -0.7 - 2.6

Table 5.8: The results of the PDF and αs-error estimation for W +Jets and tt̄ and three
signals. The complete list can be found in the appendix. All numbers on final event yield.

5.6.4 Other Systematics

• Luminosity: The systematic uncertainty on the luminosity was measured to be
2.2% [83]. As the total integrated luminosity enters the event weight linearly, this
value can be applied to the final event yield.

• Jet Energy Scale: The calorimetric response of the detector depends on many
factors and cannot be predicted precisely. Hence it was measured by the Jet En-
ergy Correction Subgroup [84] with the first CMS data that was delivered. They
provide an η and pT -dependent correction to different types of jets, as well as a cor-
responding systematic uncertainty. For the analysis the Monte-Carlo jets are shifted
corresponding to the factor. To estimate the influence of the systematic uncertainty,
the jet energy is shifted up and down corresponding to the delivered values. The
influence on the final event yield arising from cuts is the observable for the system-
atic uncertainty. It corresponds to 2.5% for the backgrounds and up to 10% for the
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signals. The value for the signals is a pessemistic estimation that includes points of
the phase-space, where the uncertainty is worse than others.

• Muon Momentum Scale & -Resolution: They were determined by the muon
physics object group using two different approaches [85]. Both use the Z-decay as
standard candle. In the first method, a function is fitted to the Z-peak, in the
second the peak is compared to a simulation.

For the muon momentum resolution, a relative extra smearing of 0.5% is found. In
this analysis, the corresponding systematic uncertainty is estimated by smearing all
muons using a gaussian function of that width. The effect on the event count after
all cuts is less than 0.5% for both, signal and backgrounds.

The uncertainty on the muon momentum scale is found to be less than 0.1% relative
to the Z-mass. Hence, in the analysis it is taken into account by shifting all muons
up and down by 0.1% · pT/(91 GeV). The result on the final event yield is small,
0.5%. This is a satisfying value.

The effects of smearing and shifting are propagated into 6ET .

• Cross Section Uncertainties: They were already mentioned and listed in section
5.1. Their origin are the uncertainties of the factorisation and renormalisation scale.
Taking those two as fully correlated, both are varied up and down by a factor of two
[46]. For those backgrounds, where no higher order cross-section and uncertainty
are given, an error of 50% is used.

• Signal Cross Section: Relying on information from [82] the uncertainty on the
signal cross section is assumed to have a 5% contribution from the factorisation scale
and additional 7% from NLO-QCD corrections.

• Trigger Efficiency: The behaviour of the triggers that are used in data has to
be simulated in Monte-Carlo. Especially the efficiency, which is the ratio of the
number of events that were triggered by a muon to those, that really contain one, is
a potential source of discrepancies. Hence, the trigger efficiency is measured in both
Monte-Carlo and Data and the results are compared. Here, results are used that
were obtained in the Aachen RPV-group [47]. The trigger efficiency was measured
in an independent data sample using the jet-triggered data. It was skimmed with
the same requirements as the analysis samples, meaning that at least two muons
per event were required with pT > 15 GeV for the leading muon and pT > 7 GeV for
the second leading one. The efficiency was defined as

εtrig =
events with a muon that triggered

events with a muon
, (5.23)

whereas the muons have to fulfil the full ID requirements described in section 5.3.
It was measured depending on the muon transverse momentum and is shown in
figure 5.30 for data and tt̄-MC. It can be seen, that after the region of the turn-on
effects, the efficiency is flat at 92 ± 1% in data and 94 ± 1% in Monte-Carlo. The
difference between data and Monte-Carlo is of about 2%. This value is included as
a systematic uncertainty.

• Lepton ID Efficiency: It describes, how efficiently a lepton, here a muon, is
reconstructed as one. The muon POG provides a value of 3% as the probability
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Figure 5.30: Trigger efficiency, as measured in data and tt̄-MC depending on the muon
pT . Adopted from [47]. The discrepancy in the low pT regions is because of the high
prescale factors of the triggers with low thresholds. In Monte-Carlo no prescales are
applied.

that a muon is mis-reconstructed. In [85] a value of even better than 2% is stated.
3% is included here as systematic uncertainty.

5.6.5 Summary of all Results

After all selection cuts, 26 events are found in data. Applying the tight-to-loose ratio
method to estimate the W+Jets and Multijet backgrounds, leads to an overall background
prediction of 17.3 events. Now the corresponding uncertainties will be summarised.

The results of the calculations of the systematic uncertainties are listed in table 5.9. The
numbers in that table are applied to all samples equally. Others, that are marked (∗) have
an individual contribution to different backgrounds and are treated separately. The listed
uncertainties are added in quadrature to gain the total uncertainty for background and
signal, respectively. The last three lines indicate uncertainties, that are treated completely
separated from those described before.

Table 5.10 shows the event yields of the remaining background contributions after all
cuts with their individual systematic uncertainties. The statistical error comes from the
Monte-Carlo statistics. The listed systematic errors in the last column are obtained from
the numbers in table 5.9, whereas the individual errors were added in quadrature. QCD
and W+Jets predictions come from the T/L-method and the 30% systematic uncertainty
is applied.

The uncertainties of the T/L-predictions are assumed to be 100% correlated. Hence they
are added linearly to the other uncertainties, which are added in quadrature.
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Uncertainty BG [%] Signal [%]

Pileup 2.5 1.0
PDF ∗ 6.0

Jet Energy Resolution 0.5 1.0
Jet Energy Scale 2.5 10.0

Muon Scale 0.5 0.5
Muon Resolution 0.5 0.5

Cross Section ∗ 8.6∑
3.6 14.6

Luminosity 2.2
Lepton ID 3.0

Trigger Efficiency 2.0

Table 5.9: Summary of systematic uncertainties for the sum of all used Standard Model
backgrounds and the numbers that are used for the signals. Asterisks (∗) indicate, that
these uncertainties are determined for every background sample individually. Those num-
bers are not included into the sum.

Background Events ± Stat. Err. ± Syst. Err.

WWW 0.49 0.04 0.25
W±W± 0.32 0.01 0.16
tt̄+ V 0.58 0.03 0.29

Single top 0.72 0.28 0.07
WZ → 3Lν 1.94 0.08 0.10
ZZ → 4L 0.20 0.01 0.01

tt̄ 6.48 0.38 0.57
W + Jets(T/L) 4.99 − 1.50
QCD(T/L) 1.59 − 0.48∑

17.31 0.48 2.70

Table 5.10: Backgrounds that contribute after all cuts, shown with individual event
numbers and statistical and systematic uncertainties.

5.7 Limit Calculation

Even though the measurements result in a slight excess, it should be possible to exclude
values of λ′211 to a certain degree. The excess seems not significant enough that one could
claim a discovery, what is why exclusion limits are calculated. The limit is set in the
m0-m1/2-plane as the 95% C.L. limit on the coupling parameter λ′211. For that purpose,
the grid of signal points (refer to sec. 5.1.3) is used. Their values for the systematic
uncertainties are adopted from the studies of the CMS benchmark point samples.

5.7.1 The CLs Method

To quantify the agreement of measured data with respect to the signal prediction, a
statistical method is used that is able to consider different variables like systematic un-
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certainties. Here, a modified frequentist method is used that is known as the CLs-method
[86, 87]. It compares two hypotheses. In particle physics, the first hypothesis usually is
the prediction from the Standard Model. It is often referred to as the null-hypothesis,
here H0. The second hypothesis is the signal hypothesis H1. It contains the predictions
from both, signal and Standard Model added.

The definition of CLs is

CLs =
CLs+b
CLb

(5.24)

and it excludes a signal hypothesis by a confidence level (CL), if

1− CLs ≤ CL. (5.25)

CLs+b and CLb represent the confidences, that the measured (observed) result corresponds
to the hypotheses H1 or H0 respectively. They are calculated by

CLx = Px(Q ≤ Qobs) =

∫ Qobs

−∞
fx(Q)dQ. (5.26)

The fx(Q) are probability distribution functions (pdf) that are obtained by performing
pseudoexperiments that are based on the background prediction. More precise, Q is
calculated from the pseudoexperiments and being histogramed (cf. fig 5.31). The pdf is
the resulting envelope function. Q is a likelihood ratio of the likelihood of hypothesis H1

to that of H0:

Q =
L(s+ b, n)

L(b, n)
, (5.27)

where n is the expected mean of the corresponding hypothesis, that is diced following
a poisson distribution. Using a likelihood ratio allows to combine several channels by
multiplying their individual ratios.

Looking at figure 5.31 again, it becomes clear, what the integrals of equation 5.26 are.
It shows the distribution of −2 ln(Q). The vertical line is the result that is computed
by using the measured data - the observation. The distribution of the null hypothesis is
represented by the blue line and is integrated from infinity to the observation, so that CLb
is the area under the blue line excluding the yellow part. The same procedure is applied
to the alternative hypothesis H1. The green area shows the result for CLs+b.

As the yellow area is rather small, the background hypothesis is well fulfilled. Not so
the alternative hypothesis. The green area fills only about half of its distribution. Using
guessed example values CLb = 0.9 and CLs+b = 0.5 leads to CLs = 0.56 and hence to
an exclusion limit of CL = 0.44. This cannot be called a proper exclusion as in this case
usually an exclusion of CL ≥ 0.95 is required.

5.7.2 Parameter Modelling

The limit-setting is performed as a single bin counting experiment. That means, the
final distributions of the analysis are integrated and only the total event counts of the
different contributions enter the calculation. The choice of the test statistic, as well as the
modelling of parameters that is used here, is based on an agreement of LHC Higgs search
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Figure 5.31: Example for a probability density function [86].

groups from CMS and ATLAS [88] that is recommended to other CMS searches. It has
some modifications compared to the CLs method described before.

The test statistic is a profile likelihood ratio

Q = −2 ln
L(µ · s+ b, n, θ̂µ)

L(µ̂ · s+ b, n, θ̂)
, 0 ≤ µ̂ ≤ µ, (5.28)

with the expectations from signal s, background b, the poisson-distributed pseudo-data
(or observed data) n and the signal strength parameter µ that scales the signal prediction.
Systematic uncertainties are included into the likelihoods by multiplying nuisance param-
eters θ. µ̂ and θ̂ are obtained from the global likelihood maximum, whereas θ̂µ depends
on a given µ and n. With that test statistic, CLs is determined depending on µ. To find
an upper confidence level (CL), µ is varied, until CLs = 0.05 is reached.

The nuisance parameters are modelled with log-normal functions that are able to deal with
large systematic uncertainties better than a Gaussian. Additionally, a Gaussian might be
a bad choice to describe positively defined observables like cross sections or luminosity, in
case it falls below 0 [88].

5.7.3 Results

Using the methods described before and the quoted numbers, the expected and observed
upper limits are computed using the ROOSTATS package [89].

With that method, an upper limit on the signal cross section is computed. As σ ∝ (λ′ijk)
2

it is possible to convert the results into a limit on the coupling parameter:

λ′211(CL95) = λ′211(0) ·

√
σ(CL95)

σ(0)
(5.29)

Here, λ′211(0) = 0.01 and σ(0) is the corresponding signal cross section.
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The results are shown in figure 5.32. The deviations between the observed and the ex-
pected upper limits are histogramed in figure 5.33(a) in terms of standard deviations.
They have values distributed around 1.8σ. As a cross-check, the observed limits are re-
computed using the Higgs-Combine tool [90], as shown in figure 5.33(b). The ROOSTATS
results are systematically higher than those from Higgs-Combine by ≈ 5%.

Comparing the limits to those of D0 at Tevatron [17] (cf. figure 3.5(b)) it can be seen
that the range in the m0-m1/2-plane could be extended significantly. In the region that
is covered by both analyses, the limit on λ′211 is improved by approximately a factor 10.
Compared to the reinterpretation of searches for like-sign dileptons with ATLAS data
[14], figure 3.5(c), the results are very similar. It has to be mentioned that the choice
of the remaining CMSSM parameters differs in all three analyses. The D0 analysis uses
tan β = 5, sign(µ) < 0 and A0 = 0, while the limits of the reinterpretation are presented
in a sparticle mass plane and thus independent of a certain CMSSM parameter set.

5.8 Candidate Events

Table 5.11 lists all events measured in data, that survive the analysis cuts. The last two
columns show the reconstructed invariant jet-dimuon and jet-muon masses, that corre-
spond to the hypothetical slepton- and gaugino-masses.

The values of the masses point out, that regions of excesses in the slepton mass like the
one at 700 GeV− 750 GeV in figure 5.14 right, do not necessarily correspond to an excess
in the reconstructed gaugino mass (same figure, left).

Figure 5.34 shows the display of one typical event that illustrates the features the search
is based on. It is a clean event with two jets and only a small amount of 6ET . Jets
and muons have medium transverse momenta and the reconstructed masses correspond
to m(l̃) = 294 GeV and m(χ̃) = 172 GeV. It can be seen, that not the angle between the
two muons but between one muon and the combined dijet-muon particle make the event’s
back to back topology. Trying different combinations of the available particles including
6ET to reconstruct masses does not lead near a known resonance like W or Z.

5.9 Discussion and Further Thoughts

Since a moderate excess was found in data, some further possibilities of its origin need to
be discussed. Different ways of how to imitate the like-sign signal with Standard Model
backgrounds were mentioned and examined, such as faked or non-prompt muons. But
there is another way, which is that the charge of one muon could be measured incorrectly.
In that case, a simple Drell-Yan event with additional jets from initial state radiation
would mimic the signal.

There are two possibilities why the charge-flip could not contribute to this analysis. As
this effect is expected to be quite rare because of the good muon trajectory resolution,
it could be a statistical effect. In principal, the statistics of the used Drell-Yan sample is
quite high with per-event weights less than one. But in regions of high momenta (resp.
Z-masses) the statistical coverage becomes bad (cf. figure 5.13(b)). It is in that region,
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(a) Expected upper limit on λ′211. The plot shows the coupling excluded at 95% C.L.
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(b) Measured upper limit on λ′211. The plot shows the coupling excluded at 95% C.L.

Figure 5.32: Limit plots obtained with the ROOSTATS package.
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(b) Measured upper limit on λ′211. The plot shows the coupling excluded at 95% C.L. The
calculation was done using the Higgs-Combine package.

Figure 5.33
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(a) View of the ρ-φ-plane.

(b) 3D-view

Figure 5.34: Example for an event surviving all selection cuts, measured in data. Further
properties: m(µ1, µ2, jets) = 294.4 GeV, m(µ2, jets) = 172.3 GeV
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# Event Run Lumi Sec. m(l̃) [GeV] m(χ̃) [GeV]

1 1043945016 173692 727 749 666
2 120604108 178970 102 271 153
3 123849719 167676 136 317 275
4 139613388 166784 144 477 371
5 147072872 167746 133 402 281
6 1502851976 167807 1215 380 308
7 1899449147 167807 1593 375 246
8 1960995440 166512 1838 294 172
9 206697197 170854 199 612 551
10 229894176 179497 183 676 292
11 281242923 176304 223 386 264
12 2823842297 173692 2162 284 202
13 282811171 166033 206 306 270
14 28354675 176468 19 636 591
15 28913697 179476 29 227 110
16 315939955 180076 174 258 176
17 346617209 171050 273 429 241
18 40043881 161008 65 202 139
19 45811820 176201 58 210 101
20 463960899 172868 334 351 219
21 499712875 176309 412 337 177
22 513532091 176309 423 739 549
23 552288010 167898 466 171 130
24 553847916 172033 418 291 267
25 56669144 179889 65 718 447
26 77393327 177096 53 872 833

Table 5.11: The data events that remain after the complete analysis procedure with the
reconstructed slepton- and gaugino masses.

where one would expect a possible charge-flip to be most probable, as the muon trajectory
becomes straighter with increasing momentum.

Another possibility is, that the charge mis-reconstruction is not properly simulated in
Monte-Carlo. Trying to estimate contributions of muon charge mis-reconstruction in data
would allow to clarify both of the previously described possibilities.

Finding out, if a charge-flip effect is correctly simulated is difficult. Here, a rough and
very pessimistic estimate is presented which effect the charge mis-reconstruction could
have.

For that purpose, results based on “Cosmic Run At Four Tesla” (CRAFT) data, relying
on cosmic muon measurements of the time before LHC operation are used [91]. Cosmic
muons passing through the detector were split into an upper and a lower part from point
of view of the beam axis and both charges were determined. Figure 5.35(a) shows the
probability,that the charges differ with respect to the measured momentum of the upper
muon part.

The values of the global muon fit (black dots) are taken to obtain figure 5.35(b). The
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column on the left represents the number of background events as given by the analysis
before the like-sign cut. In the middle the effect of the cut is shown, completely based on
Monte-Carlo prediction (no T/L-results). The right column shows the events of the left
one, whereas each event is weighted with its probability that the charge of one of the two
muons was mis-reconstructed.

This probability is calculated by

P = P (pT (µ1)) + P (pT (µ2))− 2P (pT (µ1))P (pT (µ2)), (5.30)

where P (pT (µi)) is the probability for a mis-reconstructed charge depending on the trans-
verse momentum of the ith muon, taken from the global muon values (black dots) of the
plot in figure 5.35(a).

With that prediction more than thirty events from Drell-Yan are expected, which would
be very much compared to 26 events measured in data. But as mentioned before, this can
only be a very rough estimation. On the one hand, the detector alignment is expected
to be improved since this measurement. On the other hand, the values are connected to
global muons only. The ID criteria that are used in this analysis should lower the values
considerably.

Another way to determine the charge flip effect would be to do a measurement in data.
This measurement is far from being trivial as one has to assume that in case of a mis-
reconstructed charge, the momentum would be measured wrong too. This measurement
is not performed here and thus the conclusion is, that with the result from the cosmics,
a contribution to the final selection, caused by charge mis-reconstruction is possible, but
cannot trustfully be determined and thus is not considered in the results.
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(a) The probability of a charge mis-reconstruction measured with cosmic muons [91].

(b) Rough, pessimistic estimation of the influence of charge mis-
reconstruction. Left column: Monte-Carlo background predic-
tion before applying the same charge cut. Middle: Background
prediction after this cut. Right: Estimated contribution of
charge-flip events (ref. to text).





Chapter 6

Conclusions & Outlook

This thesis presents a search for resonantly produced sleptons of the second generation.
Based on the baryon triality model, the supersymmetric theory includes a mechanism to
violate R-parity. The yukawa coupling that was examined is λ′211 that enables the resonant
production of a smuon or a muon sneutrino from two quarks. Concerning the final state,
the search was limited to two muons and jets.

Several cuts were optimized and applied to increase the signal-to-background ratio. It
was taken advantage of the lepton number violation that is implied by the coupling λ′211,
by requiring the muons to have same charges. This cut drastically increases the signal
to noise ratio as it removes most of the Standard Model background. Several systematic
uncertainties have been considered.

Background contributions, that show signal properties because of non-prompt or faked
muons were estimated using a data-driven approach known as the tight-to-loose-ratio
method. Additional contributions could originate from muon charge mis-reconstruction
but were not considered here. After all selection cuts the number of events remaining is:

Data: 26 events
SM-Background: 17.31± 0.48 (MC stat.) ±2.80 (syst.) events

The difference is moderate, around 1.8σ assuming a statistical uncertainty of
√

17.31events
on the background, and there is no significant sign for a discovery. Hence, exclusion
limits on the value of the coupling λ′211 were calculated in the m0-m1/2-plane using the
CLs-method. The results exceed those from the Tevatron in the range of the considered
parameter space and in overlapping regions, the limits could be improved by approximately
a factor 10. The limits lie in regions from λ′211 < 0.002 to λ′211 < 0.708.

The small observed excess is a great motivation to proceed with the analysis with 2012
and future data. If it has statistical reasons, it is very likely that it decreases, allowing
significantly tighter exclusion limits. In case that it has a physics reason, more data will
allow a closer look at its origin. Future searches could also widen the parameter space, as
the barriers of m0 = 2000 GeV and m1/2 = 1000 GeV are quite arbitrary and one can see
from the limit plots that there is still potential for further exclusions. Furthermore, higher
energies will push the boundaries for exclusion (or those that hide a potential discovery),
especially in the m0-direction.

In any case, a future analysis can benefit from the results shown here, for example in
questions of signal Monte-Carlo generation. The selection efficiencies differ considerably
between the signal points and it is possible to tune the number of generated events to the
required individual statistic in the parameter space regions that were considered here.

In principal the search could be extended to other final states. Those include decays into
neutrinos and thus 6ET -signatures. Their disadvantage is that it is not possible to fully
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reconstruct the sparticle masses -only transverse masses- and that the cut on same muon
charges cannot be used. This case leads to significances that are considerably worse but
as an additional source for statistical interpretation this still might become interesting.
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Object ID Plots
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muon fit.
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(d) |dxy| < 0.2 cm: The impact parameter of
the muon trajectory w.r.t. the primary vertex.
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(e) Number of pixel hits in the tracker.
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Figure B.1: N-1-plots of the muon-ID variables.
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Figure B.2: N-1-plots of the Particle-Flow Jet-ID variables. For the meaning of the
variables, see section 5.3.



Appendix C

PDF-Uncertainty Results

CTEQ10 MSTW2008 NNPDF

[%] PDF αs combined PDF αs combined
weighted
mean

random
replicas

W → µν
+ (4.2) + (-0.4) + (4.2) + (4.1) + (-0.3) + (4.1)

3.9 3.9
- (4.5) - (0.4) - (4.5) - (3.3) - (-0.3) - (3.3)

tt̄
+ (5.5) + (0.0) + (5.5) + (3.2) + (0.2) + (3.2)

4.1 4.1
- (5.1) - (0.1) - (5.1) - (3.7) - (0.2) - (3.7)

WZ → 3Lν
+ (1.5) + (0.1) + (1.5) + (1.5) + (0.2) + (1.5)

1.3 1.3
- (1.8) - (-0.1) - (1.8) - (1.1) - (0.2) - (1.1)

ZZ → 4L
+ (2.0) + (0.0) + (2.0) + (1.9) + (0.2) + (1.9)

1.6 1.6
- (2.3) - (-0.0) - (2.3) - (1.5) - (0.2) - (1.6)

t(tW )
+ (6.7) + (1.0) + (6.8) + (4.7) + (1.3) + (4.8)

6.3 6.3
- (5.7) - (-0.9) - (5.8) - (5.4) - (1.3) - (5.5)

t̄(tW )
+ (9.0) + (0.7) + (9.1) + (6.0) + (1.2) + (6.1)

8.1 8.1
- (8.1) - (-0.5) - (8.1) - (7.5) - (1.2) - (7.6)

W+W+W−
+ (3.5) + (-0.3) + (3.6) + (2.9) + (-0.1) + (2.9)

3.6 3.6
- (5.0) - (0.3) - (5.0) - (2.2) - (-0.1) - (2.2)

W+W−W−
+ (4.3) + (-0.5) + (4.3) + (3.2) + (-0.3) + (3.3)

3.6 3.6
- (4.8) - (0.5) - (4.9) - (2.8) - (-0.3) - (2.8)

W+W+ + (4.4) + (-0.2) + (4.4) + (3.5) + (-0.1) + (3.5)
3.2 3.2

- (3.7) - (0.2) - (3.7) - (2.7) - (-0.1) - (2.7)

W−W−
+ (1.8) + (-0.1) + (1.8) + (2.8) + (-0.0) + (2.8)

2.0 2.0
- (2.1) - (0.1) - (2.1) - (1.9) - (-0.0) - (1.9)

tt̄W → 2L+2ν
+ (3.7) + (-0.5) + (3.8) + (3.1) + (-0.3) + (3.1)

3.6 3.6
- (5.1) - (0.5) - (5.1) - (2.1) - (-0.3) - (2.1)

tt̄W → 2L−2ν
+ (4.6) + (-0.6) + (4.6) + (3.3) + (-0.4) + (3.3)

3.8 3.8
- (5.1) - (0.6) - (5.2) - (2.7) - (-0.4) - (2.8)

tt̄Z → 2L+2ν
+ (5.7) + (0.1) + (5.7) + (3.1) + (0.3) + (3.1)

9.6 9.6
- (5.0) - (-0.0) - (5.0) - (2.7) - (0.3) - (2.7)

tt̄Z → 2L−2ν
+ (4.3) + (-0.2) + (4.3) + (2.6) + (-0.0) + (2.6)

3.4 3.4
- (4.3) - (0.3) - (4.3) - (2.4) - (-0.0) - (2.4)

LM0
+ (3.0) + (-0.1) + (3.0) + (2.6) + (0.0) + (2.6)

2.6 2.6
- (4.1) - (0.1) - (4.1) - (2.1) - (0.0) - (2.1)

LM1
+ (3.0) + (0.0) + (3.0) + (2.5) + (0.2) + (2.5)

2.8 2.8
- (4.1) - (-0.1) - (4.1) - (2.1) - (0.2) - (2.1)

LM2
+ (3.0) + (-0.2) + (3.0) + (2.6) + (-0.0) + (2.6)

2.5 2.5
- (4.3) - (0.2) - (4.3) - (2.1) - (-0.0) - (2.1)

LM3
+ (3.1) + (-0.3) + (3.1) + (2.6) + (-0.1) + (2.6)

2.6 2.6
- (4.5) - (0.3) - (4.5) - (2.2) - (-0.1) - (2.2)

LM4
+ (3.1) + (-0.2) + (3.1) + (2.6) + (-0.0) + (2.6)

2.5 2.5
- (4.3) - (0.2) - (4.3) - (2.2) - (-0.0) - (2.2)

LM5
+ (3.1) + (-0.3) + (3.1) + (2.6) + (-0.1) + (2.6)

2.6 2.6
- (4.4) - (0.3) - (4.4) - (2.2) - (-0.1) - (2.2)

LM6
+ (3.1) + (-0.2) + (3.1) + (2.6) + (-0.0) + (2.6)

2.5 2.5
- (4.3) - (0.2) - (4.3) - (2.1) - (-0.0) - (2.1)

LM7
+ (8.1) + (0.0) + (8.1) + (4.0) + (-0.2) + (4.0)

11.0 11.0
- (8.3) - (0.1) - (8.3) - (3.2) - (-0.2) - (3.2)

LM8
+ (3.4) + (-0.6) + (3.5) + (2.9) + (-0.3) + (2.9)

3.1 3.1
- (5.0) - (0.6) - (5.0) - (2.3) - (-0.3) - (2.4)

LM9
+ (7.2) + (-0.7) + (7.3) + (4.6) + (-0.9) + (4.7)

5.4 5.4
- (8.9) - (0.7) - (8.9) - (3.0) - (-0.9) - (3.1)

LM10
+ (12.8) + (0.3) + (12.8) + (5.8) + (-0.1) + (5.8)

14.2 14.2
- (11.7) - (-0.2) - (11.7) - (4.9) - (-0.1) - (4.9)

LM11
+ (3.1) + (-0.3) + (3.1) + (2.6) + (-0.1) + (2.6)

2.6 2.6
- (4.4) - (0.3) - (4.4) - (2.2) - (-0.1) - (2.2)

LM12
+ (12.8) + (-0.0) + (12.8) + (5.8) + (-0.5) + (5.8)

7.7 7.7
- (12.7) - (0.0) - (12.7) - (4.7) - (-0.5) - (4.7)

LM13
+ (3.0) + (-0.3) + (3.0) + (2.6) + (-0.1) + (2.6)

2.5 2.5
- (4.2) - (0.2) - (4.2) - (2.1) - (-0.1) - (2.1)

HM1
+ (3.5) + (-0.6) + (3.6) + (2.9) + (-0.4) + (3.0)

3.3 3.3
- (5.1) - (0.6) - (5.2) - (2.4) - (-0.4) - (2.4)

HM2
+ (3.7) + (-0.7) + (3.7) + (3.0) + (-0.4) + (3.0)

3.4 3.4
- (5.3) - (0.7) - (5.3) - (2.4) - (-0.4) - (2.5)
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HM3
+ (4.4) + (-0.8) + (4.5) + (3.4) + (-0.7) + (3.5)

4.1 4.1
- (6.1) - (0.8) - (6.1) - (2.6) - (-0.7) - (2.6)

HM4
+ (7.0) + (-0.7) + (7.1) + (4.6) + (-1.0) + (4.7)

5.5 5.5
- (8.6) - (0.8) - (8.6) - (3.0) - (-1.0) - (3.1)

Table C.1: The results of the PDF and αs uncertainty determination. All values in (%)
variation on the final event yield.
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